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Overview

» Undirected Graph Traversals
o Depth-First Search
«Breadth-First Search
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Undirected Graph
Traversal - DFS:

s Definition:

¢ A graph traversal isa
systematic procedure for
visiting all verticesand
edges of a graph.

o Efficientif it vistsal
vertices and edgesin
linear time.

¢ Two €fficient methods:

» Depth-First Search
» Breadth-First Search
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Undirected Graph
Traversal - DFS:

n  Depth-First Search (DFS):

+ “Search” deeper inthe
graph whenever possible.

+ Edgesare “explored” out
of the the most recently
visited vertex v that till
has unexplored edges
leaving it.

o Whendl of v'sedges
have been explored,
search “backtracks’ to
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Undirected Graph
Traversal - DFS:

+ explore edges leaving the
vertex from which v was
discovered.

o This process continues
until al vertices reachable
from the original source
vertex have been
discovered.

¢ |f any undiscovered
vertices remain, one of
them is selected as a new
source and search repests.
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Exploring a Labyrinth Without
Getting Lost

= A depth-fArst search (DFS) in an undirected graph
G e like wandering in a labyrinth with a srlvg and a
can of red pamt withowl geitlng [ost,

* We start at veries £, \ying the e of cur sinng o the
point ancl painting s “visibed”, Mexi we label 5 a5 our
current verten called .

= Mo we travel along an arbd trary edge (v

= Wedge {u,v) owds us oo alresdy visiled veres
W TSR [ w

= I vrlex v is1avisibed, we wnroll ouar string and
move oy, parnt v “visited”, sl v ooz our camen|
werbex, atd repest the previous sleps

= Buwpniiually, we will get s polni where all incldent
cdpes on o lead wovisiied vertbees, 'We theu
hackirack by unralling our siriug o a previously
wiziled veriex v, Then ¥ becomes our current veriex
il we repeat the previons steps

Fiapt hFirst Baaran =
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Exploring a Labyrinth Without
Getting Lost (cont.)

= Thetm, 10 wiiz @l imchchemt Geljpss om v Dend 10 vigisecl
vertices, we hackirack a5 we did before. We
comiimse o hackirack alomg the path we e
traveled, Guding and explonog aeex plored edges,
and repeating the procedume

= When we backirack o venex s and thete am o

more puexplaresd edges ineident on 5, we huve
finished our DFS search,

Dasth-First Saarch 1
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Undirected Graph

Traversal - DFS:

= Visudize DFS by orienting
edges along the directions
they are explored during the
traversal.

+ Discovery or tree Edges:
» Edgesused to discover
new vertices.

+ Back Edges:

» Edgesleading to
aready visited vertices.
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Undirected Graph
Traversal - DFS:

o Discovery edgesforma
spanning tree of the
connected component
starting at start vertex s.
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Undirected Graph
Traversal - DFS:

= Algorithm:

Algerithm DFS(y);
Input: A vertex v in a graph
Output; A labeling of the edges as “discovery” edges
and "hackedges”
for each edge e incident on v do
if edge e is unexplored then
let w be the other endpoint of e
if vertex w is unexplored then
label € as a discovery edge
recursively call DFS(w)
else

label e as a backedge
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Undirected Graph
Traversal - DFS:

= Algorithm Assumptions:

¢ Havea“"way” to
determine whether a
vertex or edge has been
explored or not.

¢ Havea“way” tolabel
edges as discovery or
back edges.

¢ Thismay require
additional storage space
and may affect running
time!
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DES Properties

= Proposition 9,02 : Let G bean nndinecied graph on
which a [WFS traversal starting & 2 vertex & has bocn
peelormed. Then:
1) The traweraal visits oll vertices in the
conneeted component al §
21 The discovery edges [orm a spanning tree of
the eonnecied compenent of

* Jrsli Gestion of 1)

- Let's wse m coniradictin argument; suppose there
I8 al least on verlex v nol visilod and bel w be the
Tl kel head Verter i some el Frn & 1o 1
Because w wiss the st unvisied veres on the
path, there is a neighbor o that has been visised.

- Bl when we vistted o we ronst e booked @
edpe{w, w), Thencfone w mist have e visiled

- and justficadon

* Juslification of )

- Wi anly mark edges from when we go 1o anvisiked
verliced So we bewver forn .‘.E.'}'I.'II:' of :h;tl:lh:!].-
edpes, Lo diseovery edipes form a e,

- This i& 1 spming teee because DS visite cach
veTlexn m ihe |'.:}I|III.‘|'.1!1]. coomp onerrl of s

Depl-Firet Baarch "
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Undirected Graph
Traversal - DFS:

= Running Time:

* Remember:
- DES is called on each vertex exactly once.
- Every edge is examined exactly twice, once from
each of ils vertices

+ For n, vertices and m, edges in the connected
component of the vertex s, a DES starting at s runs in
O(ng +m,) time if:

- The graph is represented in a data structure, like
the adjacency list, where vertex and edge methods
take constant time

- Marking a vertex asexplored and testing to see if a
vertex has been explored takes O(degree)

- By marking visited nodes, we can systematically
consider the edges incident on the current vertex
so we do not examine the same edge more than
once.
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Undirected Graph
Traversal - DFS:

Marking Vertices

= Let's look at ways to mark vertices in a way that
satisfies the above condition.

+ Extend vertex positions to store a variable for
marking

Before After
Position Position

Element Element| isMarked

» Use a hagh lable mechanigm which satizfies the

above condition is the probabilistic sense, because is

supports the mark and test operations in O(1)
expected time

2001-05-08 COSC 2011

Section

Undirected Graph
Traversal - DFS:

Let G be agraph with n vertices and
m edges represented with an
adjacency list structure. There exists
O(n+m) algorithms based on DFSto
compute:

¢ Test whether G is connected.

+ Compute spanning treeof Gif G
is connected.

+ Compute connected components
of G.

+ Compute path between two
vertices of G or report no path
such path exigts.

¢ Compute cyclein G or report no
cycle exigts.
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DFS Example: (1)

Determining Incident Edges
= DFS depewds on how you ohisdn the iclden cdges.

» 1 we slart ol A and we cxamine the cdge io T then
1o B, then E, C. aixl Gnally G

E .-(_E-- ..{"?9 - ..\c_k ..-.;@.---—D
‘The resalting graph Ls:
— dipcoviery Bdpe
—=  hocklidge
——== rpobumi from
e et

If we imstead examine the tree startiog a1 A and
Ionking &l F the C, then E, I, and finally F,

E-Ge-frGe-®-g-0
the ressliing sei of hadkTdges, discovery Bdges and
reoursion podals is dilleneul,

= Morw am exmmple of 8 DFS.

Bipth et Banrch E
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DFS Example: (2)

[-®@=®e@=dp>0
@+&-0
£]>®~0
[p]=@=E--0
[E]= die i i~
[~ @ =®=® =0
~&=®~0

Siep |

R S
IEI"'"E*:':""D Siep 2
[€]=4&-0

B >®=®+0

m --(EE} -l-f_j,;. '-({E‘-I—!..;I:}-— m -
m - \'E-\, r-.':p‘}--«_,i;--ﬂ o~
@& = +0

Dith-Firat Samch '
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DFS Example: (3)

[A] = By =@ =i =0
[]-&-0 Step 3
IE-{&)-'-D

] ~® =@ -0

El - @0
= Eire -0
E]~-&~-&-0

& e eiedre0
El-®&=0 g
E-% -0

B -&-&-0
Ehrri:--l-@-ar@:--r@}
3 [ S
[E] =@ =<&-0

Dhapih- Pt Samrch T
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DFS Example: (4)

&-@-@-&-L-8-0
E-I-\.E)-u 3.-1]5__ n
-—c&tﬂ '\
El-&-&~-0 OB
El-@+@-@--0 @-¢
EA-d-peden 7
@-&-&~-0

El-e-@-&~G=-E-0
[n] = =0 Rtep 6
E=d=-0

] ~@ - & -0

[E] - @ =@~
[E] ~&=d=B=0

E+~&-& -0
DaplsFirat Saarch [
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DFS Example: (5)

i.-.:?‘\. l.-@-—.:"‘[} -.-’__;.t:;'. i.-{g) .-u
-@-Fn Bep ¥:
Ea—@ =0

IR S0 G

-.- a-g:.- =

El>@s@eprSeden
[EH-a=0 Step 3
El-&-0

3] ~-&~& -0
E.. '5 o __u __<,.}
E-®-@=&-0
= l—-;|.:_. =[]

Dupth-Fimt Saarch ]
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DFS Example: (6)

Gl - &=@=G-G=@-0
E"H\%' -0 Ricp 9
El-&--0

[l ~®~&=0
[El- @@= G
[r] = @-e e Br-0O
E-&-&-0

A~ @ =@p=@-O=G-0
Er®=0 g0
EJ—@-‘-D

[B] == o0
E-— 1_.-' --.'!:-- n.-p{i‘;- [
[¥] -~ 5>b<®#®.—ﬂ
i.-'.i'. I--E"'\- I-D

Dspis-Mimt Sasrch 1%
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DFS Example: (7)

[ -@=-@-@-0
b@ '-EI Slup 1
[El-&-0
E-—-:'}}--'.'I_.:---I:l
Bt
3 R
E-&-®-0

S . s
E.a-{g) =[] Siep 12
E=&-0
El-@-& -0
El-&-® @@
Et - i}\.n - EI’E- l-@- =[]
El=v==0

OsplbFlrat Sanrch 1
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DFS Example: (8)

BB e®edr-O0
E'-@ =0 Shep 13:
[E]=<t-0O

EI] - ﬁ> =
[El= ===
- - ; =0
E-&-®-0

E-&-@-&-g-%-0
[-®0  gepie @
E-&-0 ¥
E-G-&-0
m-— i i A e
[-@&-@-&-0
E]~@-P-0

Capih-Firat Samrch
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DFS Example: (9)

SO
El-&-0 gs :
[f]=<-0
Bl-®-& -0
EE—--.E?.?-*-"_F.--- ﬁ‘>--r
e R I e |
[E-&-®-0

B-@=@-@-@~®-0
E ais -'-‘ -0 Shegi 1462
E-&-0
E-%-&-0
@— e --:_J:lg)-"'-"gr =i E
[-@-®-%-0
&~ ~0

Cwpib-Frat Samch 11
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DFS Example: (10)

e
[ -&-=0
-0
El-@&-®
EHe@®
Fl-&-&
IE R

E S
Sy |
E - (-]
IE‘ -7 ._.3;.
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DFS Example: (11)

E - ’\:':- L ] --'_it:'- - 1--:|'-,_‘:- =
El-&-0 Step 1
E"' A=
Bl-®-& -0
E"f,'.“"" ¢ n,_...F
E - - .1. =
...; - =]

And we're done!

rat Buarch L]
Oueh-r
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Breadth-First Search

e Like DFS, aBreadth-First Searc{iBFS) traverses a
connected component of a graph, and in doing sc
defines a spanning tree with several useful proper

- The starting vertex has level 0, and, as FS,
defines that point as an “anchor.”

- In the first round, the string is unrolled the lengt|

edge away from the anchor are visited.
- These edges are placed into level 1

- In the second round, all the new edges that can
reached by unrolling the string 2 edges are visit
and placed in level 2.

- This continues until every vertex has been
assigned a level.

- The label of any vertex corresponds to the lengtr
of the shortest path frosito v.
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More BFS
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BFS Pseudo-Code

Algorithm BFY(s):
Input : A vertexsin a graph

Output: A labeling of the edges as “discovery” edge

and “cross edges”
Initialize container g to contain vertes
| « O
while L; is not emptydo
create container;l4 to initially be empty
for each vertex in L; do
for each edge incident onv do
If edgeeis unexploredhen
let w be the other endpoint ef
If vertexw is unexploredhen
labele as a discovery edge
Insertw into L4
else
labele as a cross edge
| —1+1




Properties of BFS

e PropositionLet G be an undirected graph on whicl
a aBFStraversal starting at vertehas been
performed. Then

- The traversal visits all vertices in the connected
component os.

- The discovery-edges form a spanning ffee
which we call théBFStree, of the connected
component of

- For each vertex at leveli, the path of thé&FStree
T betweers andv hasi edges, and any other path
of G betweers andv has at leastedges.

- If (u, v) Is an edge that is not in tBé-Stree, then
the level numbers af andv differ by at most one.

Proposition Let G be a graph witim vertices anan
edges. ABFStraversal ofs takes time Qf + m).

Also, there exist O{ + m) time algorithms based on
BFS for the following problems:

- Testing whethe6 is connected.
- Computing a spanning tree Gf
- Computing the connected component§of

- Computing, for every vertexof G, the minimum
number of edges of any path betwasemdv.
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