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Abstract. Web page classification is the problem of assigning predefined categories
to web pages. A challenge in web page classification is how to deal with the high
dimensionality of the feature space. We present a feature reduction method based
on the rough set theory and investigate the effectiveness of the rough set feature se-
lection method on web page classification. Our experiments indicate that rough set
feature selection can improve the predictive performance when the original feature
set for representing web pages is large.

1 Introduction

With the rapid growth of information on the World Wide Web, automatic
classification of web pages has become important for effective indexing and
retrieval of web documents. One approach to automatic web page classifi-
cation is to apply machine learning techniques to pre-classified web data to
induce profiles of categories and compare the profiles of categories with the
representation of a given document in order to classify the document. A ma-
jor characteristic, or difficulty, of this application is the high dimensionality
of the feature space. A common approach to representing a text document
is to use a “bag of words” that appear in the document. Since a web page
can contain thousands of words, the feature space for representing web pages
is potentially huge. Few machine learning systems can handle such a large
number of features. In addition, too many features may present noise to the
learning system. Therefore, it is highly desirable to reduce the feature space
in order to make use of existing learning systems, to improve classification
accuracy, and to speed up the learning process. It is also desirable to achieve
such a goal automatically, i.e., no manual selection or construction of features
is required.

Automatic feature selection methods have been used in text classification.
Lewis and Ringuette [6] used an information gain measure to reduce the docu-
ment vocabulary in naive Bayes classification and decision tree learning. Yang
[15] used the principal component analysis to find orthogonal dimensions in
the vector space of documents. Wiener et al [14] used mutual information and
a χ2 statistic to select features for input to neural networks. Lang [4] used a
minimum description length principle to select terms for news categorization.
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It has been asserted that feature selection is the most critical stage of the
learning process in text classification [6].

We investigate the effectiveness of feature selection by rough sets on web
page classification. The rough set theory is a mathematical tool for modeling
incomplete or imprecise information [9]. It has been used for both feature se-
lection and knowledge discovery in a number of real world domains, including
medicine, pharmacology, control systems, social sciences, switching circuits,
and image processing [13][11]. In this paper, we apply the rough set theory
to feature selection for web page classification. In our application, web pages
in a training data set are first represented using top frequent words. Then a
feature selection method based on rough sets is applied to remove redundant
features from the training data. A rule induction system, named ELEM2
[1], is then used to learn classification rules from the reduced training data.
Therefore, in our application the rough sets based feature selection is used
as a pre-processing step for ELEM2. To evaluate the effectiveness of rough
set feature selection on web page classification, we conduct experiments to
compare the predictive performances of ELEM2 on web page classification
with and without rough set feature selection. We describe our experiments
and report the evaluation results.

The paper is organized as follows. In the next section, we describe the im-
portance of web page classification and the problems that need to be solved
for web page classification. We also present our data collection and represen-
tation methods. In section 3, we present the basic concepts in rough sets and
describe an algorithm for computing a reduct, a non-redundant subset of fea-
tures. The ELEM2 rule induction method is briefly introduced in section 4.
Our method for classifying a web page is presented in Section 5. In section 6,
we describe our evaluation methods and report experimental results. Finally,
we conclude the paper in section 7.

2 The Problem of Web Page Classification

The World Wide Web contains an estimate of 968 million pages as of March
2002 in the Google search engine [8] and an estimate of 7 million or more pages
being added daily [5]. Describing and organizing this vast amount of content
is essential for realizing the web as an effective information resource. Text
classification has become an important process for helping web search engines
to organize this vast amount of data. For instance, most Internet search
engines, such as Yahoo and Looksmart, divide the indexed web documents
into a number of categories for the users to limit the search scope. Moreover,
text classification makes the results easier to browse. If the results returned
by the search engine have been classified into a specified category, the users
can choose the interesting category to continue browsing. Traditionally, text
classification is performed manually by domain experts. However, human
classification is unlikely to keep pace with the rate of growth of the web.
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Hence, as the web continues to increase, the importance of automatic web
page classification becomes obvious. In addition, automatic classification is
much cheaper and faster than human classification.

To make the text classification process automatic, machine learning tech-
niques can be applied to generate classification models from a set of text
documents with pre-labeled categories. The classification model can then be
used to automatically assign natural language texts to the predefined cate-
gories based on their contents. In order to apply a machine learning technique
to web page classification, the following problems need to be solved. First,
to build a web page classifier, we need to collect a set of web pages as train-
ing examples to train the machine learning system. These training examples
should have pre-defined class labels. Second, the content of a web page in the
training set should be analyzed and the page should be represented using a
formalism that the learning system requires for representing training exam-
ples. This text representation issue is central to our application. Finally, how
to classify new pages with induced rules is another challenge in our applica-
tion. We use different sets of features to represent training pages of different
categories. Therefore, the rules for different categories are expressed using
different sets of features. When classifying a new page, these different sets
of rules should be used together in some way to determine the category or
categories of the new page.

2.1 Data Collection

We use the Yahoo web site to collect training examples for our leaning prob-
lem. Yahoo is best known for maintaining a web categorization directory.
The web directory in Yahoo is a multi-level tree-structured hierarchy. The
top level of the tree, which is the first level below the root of the tree, con-
tains 14 categories. Each of these 14 categories contains sub-categories that
are placed in the second level below the root. The third and fourth levels of
the tree contain both further-refined categories and web pages. We use the
top-level categories in Yahoo to label the web pages in our training set. Only
13 of the 14 top-level categories are used and one category, named ”Regional”,
is excluded because it has too much overlap with other categories.

We randomly selected over 7600 pages from the Yahoo category. We origi-
nally planned to gather 500 example pages from each category. Unfortunately,
some web pages that have links in Yahoo were eliminated or not connected
to the Internet. In addition, some web pages contain very few terms after
the removal of stop-words because these pages consist of a brief greeting sen-
tence, image, Java script, flash, and other non-textual information. Hence,
our number of training examples for each category is different. The distribu-
tion of these training examples among the 13 categories is shown in Table
1. The categories may overlap. For example, a document discussing sport
action may be reasonably classified into Entertainment and Recreation &
Sports categories.
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Table 1. Distribution of the training data

Category Number of web pages

Arts & Humanities 783

Business & Economy 997

Computers & Internet 745

Education 485

Entertainment 957

Government 229

Health 772

News & Media 747

Recreation & Sports 506

Reference 501

Society & Culture 253

Science 230

Social Science 510

Total 7,615

2.2 Representation of Web Pages

After training pages are selected, we apply Porter’s stemming algorithm [10]
to transfer each word in a web page into its stem. We then remove all the stop
words according to a standard stop words list. For each category, we count
the number of occurrences of each remaining word stem in all the pages that
belong to the category. The word stems in each category are then sorted
according to the number of occurrences. This process results in two sets of
documents. One is 13 sorted lists of word stems, one for each category. These
lists will be used to select features for the training data. The other set of
results is the set of web pages, each represented by remaining word stems
and their counts.

We use word stem counts to represent a web document. A web document
may contain a huge number of words and not all the words in the global
space appear in every document. If we use all the words in the global space
to represent the documents, the dimensionality of the data set is prohibitively
high for the learning system. In addition, even though our learning system
can handle thousands of features, many of the features are irrelevant to the
learning task. The presence of irrelevant features in the training data intro-
duces noise and extra learning time. Therefore, it is necessary to reduce the
dimensionality of the feature set by removing words with low frequencies.
Removing infrequent words is also suggested in [7] and [16].
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Different categories have different top frequent words. We collected top 60
frequent terms for each category. Since the top frequent terms differ among
categories, there is no common set of features that we can use to represent all
the documents in all categories. Therefore, even though our learning system
can deal with multi-category learning directly, we transform our learning
problem into multiple two-class learning problems. That is, for each web
page category, we prepare the training data using top n (n = 20, 30, 40, 50
or 60 in our experiments) frequent words in the category and then learn a
set of rules that can be used to predict whether a new page belongs to this
category or not. Therefore, for a given n, we totally have 13 training sets,
each of which contains 7,615 documents and is represented by top n frequent
terms of the corresponding category. After applying our learning algorithm,
the 13 training sets lead to the generation of 13 classifiers. The 13 classifiers
will vote to determine which category or categories a new page belongs to.

3 Feature Selection with Rough Sets

We use frequent words to represent the web pages in our training data. How-
ever, some frequent words may not be very relevant to our learning task.
These words may have little power in discriminating documents of different
categories. Therefore, further selection of relevant features is important. We
apply a rough set based feature selection method for this purpose. In this
section, we first introduce some concepts of rough sets and then describe an
algorithm for removing unnecessary attributes.

3.1 Basic Notations

A data set can be formally described using a decision table. A decision
table (also called an information system [9]) is defined as a quadruple <

U, A, V, f >, where U = x1, x2, ..., xN is a finite set of objects or examples; A

is a finite set of attributes; the attributes in A are further classified into two
disjoint subsets, condition attributes C and decision attributes D such that
A = C ∪D and C ∩D = Ø; V =

⋃
a∈A Va is a set of attribute values and Va

is the domain of attribute a (the set of values of attribute a); f : U ×A → V

is an information function which assigns particular values from domains of
attributes to objects such that f(xi, a) ∈ Va, for all xi ∈ U and a ∈ A. In our
application, D = {d} is a singleton set, where d is the class attribute that
denotes the classes of examples.

Given a decision table DT =< U, A, V, f >, let B be a subset of A, and
let xi and xj be members of U , a relation R(B), called an indiscernibility
relation [9] over B, is defined as follows:

R(B) = {(xi, xj) ∈ U2|∀a ∈ B, f(xi, a) = f(xj , a)} (1)
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Let C be a set of condition attributes and R(C) be an indiscernibility relation
on U , an ordered pair AS =< U, R(C) > is called an approximation space
based on C.

Let Y ⊆ U be a subset of objects representing a concept, and R∗(C) =
{X1, X2, ..., Xn} be the collection of equivalence classes induced by the re-
lation R(C). The lower approximation [1] of a set Y in the approximation
space AS denoted as LOWR(C)(Y ), is defined as the union of those equiv-
alence classes in the collection of R∗(C) which are completely contained by
the set Y , i.e.,

LOWR(C)(Y ) =
⋃

{X ∈ R∗(C) : X ⊆ Y }. (2)

Let R∗(D) = {Y1, Y2, ..., Ym} be the collection of equivalence classes of the
relation R(D). A positive region POSC(D) with respect to R∗(D) is defined
as

POSC(D) =
⋃

i=1,...,m

{LOWR(C)(Yi) : Yi ∈ R∗(D)} (3)

The positive region POSC(D) includes all examples of the equivalence classes
of R∗(C) in AS which can be certainly classified into classes of R∗(D).

3.2 Attribute Reduction

Attribute reduction techniques eliminate superfluous attributes and create
a minimal sufficient subset of attributes for a decision table. Such minimal
sufficient subset of attributes, called a reduct, is an essential part of the de-
cision table which can discern all examples discernible by the original table
and cannot be reduced any more. A subset B of a set of attributes C is a
reduct of C with respect to D if and only if

(1) POSB(D) = POSC(D), and
(2) POSB−{a}(D) 6= POSC(D), for any a ∈ B

A set C of condition attributes may contain more than one reduct. The set
of common attributes shared by all the reducts of C is called core. The core
contains all indispensable attributes of a decision table and can be defined as

COREC(D) = {c ∈ C|∀c ∈ C, POSC−{c}(D) 6= POSC(D)} (4)

A good procedure for computing a reduct for a decision table is to com-
pute the core first and then check the other attributes one by one to see if
they are essential to the system. If for any attribute c ∈ C − COREC(D),
POSC−{c}(D) 6= POSC(D), then c can not be removed from C. Since the
order in which the attributes are removed affects the result of reduction, a
concept called relative significance coefficient (RSC) is introduced to rank
the condition attributes. The relative significance coefficient (RSC) of the
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attribute c ∈ C based on the set of attributes C with respect to attributes
D is defined as

RSCc(C, D) =
card(POSC−{c}(D))

card(POSC(D)) (5)

where card is a set cardinality. Our algorithm for computing a reduct is
outlined as follows.

1. Compute COREC(D). For each condition attribute in C, remove it from
C and check whether it changes the positive region. Let COREC(D) be
the set of all condition attributes whose removal changes the positive
region.

2. Check whether COREC(D) is a reduct of the rule set. If yes, stop and
COREC(D) is a reduct.

3. Let T = C − COREC(D). Rank the attributes in T in descending order
of their RSC value. Let a be the first attribute in T and let C ′ be C.

4. Check whether POSC′−{a}(D) = POSC(D). If yes, remove a from C ′.
5. Let a be the next attribute in T . If a exists, repeat step 4; otherwise, stop

and C ′ is a reduct.

4 ELEM2 Rule Induction

ELEM2 [1] is a rule induction system that learns classification rules from
a set of data. Given a set of training data, ELEM2 sequentially learns a
set of rules for each class in the data set. To induce rules for a class C,
ELEM2 conducts general-to-specific heuristic search over a hypothesis space
to generate a disjunctive set of conjunctive rules.1 ELEM2 uses is a sequential
covering learning strategy; it reduces the problem of learning a disjunctive
set of rules to a sequence of simpler problems, each requiring that a single
conjunctive rule be learned that covers a subset of positive examples. The
learning of a single conjunctive rule begins by considering the most general
rule precondition, i.e., the empty test that matches every training example,
then greedily searching for an attribute-value pair that are most relevant to
the class C according to the following attribute-value pair evaluation function:

SIGC(av) = P (av)(P (C|av) − P (C))

where av is an attribute-value pair and P denotes probability. The selected
attribute-value pair is then added to the rule precondition as a conjunct.
The process is repeated by greedily adding a second attribute-value pair,
and so on, until the hypothesis reaches an acceptable level of performance.

1 A conjunctive rule is a propositional rule whose antecedent consists of a con-
junction of attribute-value pairs. A disjunctive set of conjunctive rules consists
of a set of conjunctive rules with the same consequent. It is called disjunctive
because the rules in the set can be combined into a single disjunctive rule whose
antecedent consists of a disjunction of conjunctions.
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In ELEM2, the acceptable level is based on the consistency of the rule: it
forms a rule that is as consistent with the training data as possible. Since
this “consistent” rule may be a small disjunct that overfits the training data,
ELEM2 “post-prunes” the rule after the initial search for this rule is complete.
To post-prune a rule, ELEM2 computes a rule quality value for the rule
according to one of the rule quality formulas described in [2].2 ELEM2 then
checks each attribute-value pair in the rule in the reverse order in which
they were selected to determine if removal of the attribute-value pair will
decrease the rule quality value. If not, the attribute-value pair is removed
and the procedure checks all the other pairs in the same order again using
the new rule quality value resulting from the removal of that attribute-value
pair to determine whether another attribute-value pair can be removed. This
procedure continues until no pair can be removed.

After rules are induced for all the classes, the rules can be used to clas-
sify new examples. The classification procedure in ELEM2 considers three
possible cases when matching a new example with a set of rules.

1. Single match. The new example satisfies one or more rules of the same
class. In this case, the example is classified to the class indicated by the
rule(s).

2. Multiple match. The new example satisfies more than one rule that indi-
cates different classes. In this case, ELEM2 activates a conflict resolution
scheme for the best decision. The conflict resolution scheme computes a
decision score for each of the matched classes as follows:

DS(C) =

k∑

i=1

Q(ri),

where ri is a matched rule that indicates C, k is the number of this kind
of rules, and Q(ri) is the rule quality of ri. The new example is then
classified into the class with the highest decision score.

3. No match. The new example is not covered by any rule. Partial match-
ing is considered where some attribute-value pairs of a rule match the
values of corresponding attributes in the new example. If the partially-
matched rules do not agree on the classes, a partial matching score be-
tween an example e and a partially-matched rule ri with n attribute-value
pairs, m of which match the corresponding attributes of e, is computed
as PMS(ri) = m

n
× Q(ri). A decision score for a class C is computed as

DS(C) =

k∑

i=0

PMS(ri),

where k is the number of partially-matched rules indicating class C. In
decision making, the new example is classified into the class with the
highest decision score.

2 We use the C2 rule quality formula in the experiments described in the paper.
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5 Classification Method

ELEM2 can learn rules from data with multiple classes and classify a new
example into one of the classes. However, since a web page can belong to
more than one category and the top frequent words for different categories are
different, we transform our learning problem into multiple two-class learning
problems. For each of the 13 web page categories, we have a separate training
data set, represented by the top frequent words of the category. The web
pages in the different training sets are the same among all the categories. For
each category, we use ELEM2 to learn a binary classifier. When classifying
a new page, the 13 binary classifiers vote to determine which category or
categories the new example belongs to. The voting method is as follows.
We apply the 13 classifiers to the new example to make binary decisions.
The binary decisions are then combined by summing up the scores for each
category. The category or categories that have the highest score are chosen to
be the predicted category or categories for the new example. Table 2 shows
the results from the 13 binary classifiers and the voting result for a test page.
In the table, C1, C2, ... and C13 denote categories and B1, B2, ... and B13
denote the binary classifiers. Since category C2 has the most votes, the test
page is classified into C2.

Table 2. Classification and voting results for a test page

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13

B1 0 1 1 1 1 1 1 1 1 1 1 1 1

B2 0 1 0 0 0 0 0 0 0 0 0 0 0

B3 1 1 0 1 1 1 1 1 1 1 1 1 1

B4 1 1 1 0 1 1 1 1 1 1 1 1 1

B5 1 1 1 1 0 1 1 1 1 1 1 1 1

B6 1 1 1 1 1 0 1 1 1 1 1 1 1

B7 1 1 1 1 1 1 0 1 1 1 1 1 1

B8 1 1 1 1 1 1 1 0 1 1 1 1 1

B9 1 1 1 1 1 1 1 1 0 1 1 1 1

B10 1 1 1 1 1 1 1 1 1 0 1 1 1

B11 1 1 1 1 1 1 1 1 1 1 0 1 1

B12 1 1 1 1 1 1 1 1 1 1 1 0 1

B13 1 1 1 1 1 1 1 1 1 1 1 1 0

Votes 11 13 11 11 11 11 11 11 11 11 11 11 11
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6 Evaluation Methods and Results

6.1 Evaluation Methods

Our objective is to investigate the effectiveness of our rough set feature selec-
tion method on web page classification. Two groups of tests are conducted in
our experiments. In the first group of experiments, ELEM2 is used without
using rough set feature selection. In the second group, a reduct is computed
for each of the training data sets. ELEM2 is then applied to the reduced sets
of features to generate rules. In each group of experiments, to learn a binary
classifier for each of the 13 categories, we represent the training data using
the top n frequent words for that category. n is set to be 20, 30, 40, 50 and
60 in the experiments, Therefore, we have 13× 5 training sets in total. Rules
learned from each training set are then applied to the examples in a test data
set to make binary classifications for each example in the test set. Finally, the
voting method is used to combine the binary classification results for each
example into a final prediction for the example.

6.2 Test Data

The test data set contains a random sample of 370 web pages from each of
the 13 Yahoo categories (excluding the web pages used in the training phase).
The total number of test pages is thus 4810. Each of these pages was turned
into a separate testing example for each of the 13 binary classifiers. The
example is represented using the feature set corresponding to that classifier.
Therefore, 13 binary classifications are made for a test web page. The final
combined prediction for the web page is compared with the true membership
of the page.

6.3 Performance Measures

In the machine learning community, it is common to consider the accuracy of
a classifier on a test set as a good indication of the classifier’s performance.
The testing accuracy is defined simply as the number of correct classifications
divided by the total number of classifications. However, the text classification
problem is different from typical machine learning problems in two aspects:
examples may be given multiple class labels, which means separate binary
classifiers must be trained for each class, and the positive examples of each
class are usually in a very small minority [12]. These two characteristics
implies that a plain accuracy statistic is not adequate to evaluate the perfor-
mance of a text classifier because high accuracy can be achieved by always
predicting the negative class in a binary classification. To deal with this un-
balanced nature of classes, we use precision and recall instead of accuracy. In
a binary classification system, precision is the proportion of examples labeled
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positive by the system that are truly positive, and recall is the proportion of
truly positive examples that are labeled positive by the system.

In our web page classification, precision is the number of correct categories
assigned divided by the total number of categories assigned, and serves as a
measure of classification accuracy. The higher the precision, the smaller the
amount of false categories. Recall is the number of correct categories assigned
divided by the total number of known correct categories. Higher recall means
a smaller amount of missed categories. To compute precision and recall for
a test data set of web pages, we calculate the precision and recall for each
example in the test set and then take the averages of precisions and recalls
among all the examples in the test set. Suppose the set of real categories of a
test example is RC and the set of predicted categories is PC. The precision
on this example is RC∩PC

PC
. The recall on this example is RC∩PC

RC
. Table 3

shows the precisions and recalls for five sample test web pages.

Table 3. Precisions and recalls for some test pages

Page Real Predicted Precision Recall

Categories Categories

P1 {2, 13} {2} 1 1/2

P2 {8, 13} {3, 8} 1/2 1/2

P3 {8, 9} {2, 8, 9} 2/3 1

P4 {3} {4, 6} 0 0

P5 {3, 4} {3, 4} 1 1

6.4 Experimental Results

We applied the rough set feature selection method to each of the 13× 5
training data sets. Table 4 shows the number of eliminated attributes for
each training set. The average number for each n, where n is the number of
top frequent words used to represent the training data, is shown at the bottom
of the table. The following observations are made. If the top 20 words are
used to represent the training data, no attributes are considered redundant
by our rough set attribute reduction algorithm. Therefore, no attribute is
removed. However, as more frequent words are used to represent the training
data, more attributes are considered redundant and thus removed.

Figures 1 and 2 compare the classification results on the test data set in
terms of precision and recall with and without using the rough set feature
reduction. The results depend on the number of top frequent words used to
represent the training examples. If the number of original features is small (30
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Table 4. Number of attributes eliminated by rough set feature selection

Category Top 20 Top 30 Top 40 Top 50 Top 60

1 0 0 2 2 2

2 0 0 0 0 0

3 0 0 0 1 0

4 0 1 1 2 4

5 0 1 1 4 5

6 0 1 2 1 4

7 0 0 0 0 4

8 0 1 1 1 1

9 0 0 0 1 3

10 0 0 0 0 1

11 0 0 2 1 5

12 0 2 2 2 3

13 0 0 0 1 0

Average 0 0.46 0.85 1.23 2.46

or 40), use of feature selection does not help in terms of precision. It actually
decreases the prediction precision. However, as the number of original features
becomes bigger (50 or 60), rough set feature selection improves the prediction
precision. In terms of recall, in three of the four categories of feature sets,
an increase in recall is observed. Only for the top-40 category, we observe
a decrease in recall by using the feature selection method. For the top-50
category, the increase is the most significant. Therefore, we can conclude
that the rough set feature selection method is effective, that is, it can lead to
better precision and recall, when the number of original features is large. One
explanation for the results is that the larger the set of original features, the
more likely it contains redundant or irrelevant features. Using the rough set
technique can remove some redundant or irrelevant features and thus improve
the predictive performance.

7 Conclusions

Automated categorization of web pages can lead to better web retrieval tools
with the added convenience of selecting among properly organized directories.
A challenge in automated web page classification or text classification in
general is how to deal with the high dimensionality of the feature space. We
have presented an application of machine learning techniques to web page
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classification. In particular, we used a feature selection method based on
the rough set theory to reduce the number of features used to represent a
web page. We evaluated the effectiveness of this rough set feature reduction
method by comparing the predictive performances of a learning system with
and without using the feature selection method. We observed that the rough
set feature selection method is effective when the set of features used to
represent web pages is large. It can help increase the precision and recall by
eliminating redundant or irrelevant features. When the feature set is small
(under 50 top frequent words), the feature selection method may not help
and may decrease the predictive performance. In our experiments, the rough
set feature selection method is used as a pre-processing step for the ELEM2
learning system. However, it can be integrated with other learning methods
to remove redundant and irrelevant features. In the future, we shall compare
the rough set feature selection method with some statistical feature selection
methods on web page classification.
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