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Abstract—Posting reviews online has become an increasingly popular way for people to express opinions and sentiments toward the

products bought or services received. Analyzing the large volume of online reviews available would produce useful actionable

knowledge that could be of economic values to vendors and other interested parties. In this paper, we conduct a case study in the

movie domain, and tackle the problem of mining reviews for predicting product sales performance. Our analysis shows that both the

sentiments expressed in the reviews and the quality of the reviews have a significant impact on the future sales performance of

products in question. For the sentiment factor, we propose Sentiment PLSA (S-PLSA), in which a review is considered as a document

generated by a number of hidden sentiment factors, in order to capture the complex nature of sentiments. Training an S-PLSA model

enables us to obtain a succinct summary of the sentiment information embedded in the reviews. Based on S-PLSFA, we propose

ARSA, an Autoregressive Sentiment-Aware model for sales prediction. We then seek to further improve the accuracy of prediction by

considering the quality factor, with a focus on predicting the quality of a review in the absence of user-supplied indicators, and present

ARSQA, an Autoregressive Sentiment and Quality Aware model, to utilize sentiments and quality for predicting product sales

performance. Extensive experiments conducted on a large movie data set confirm the effectiveness of the proposed approach.

Index Terms—Review mining, sentiment analysis, prediction.
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1 INTRODUCTION

WITH the advent of Web 2.0 that centers around user
participation, posting online reviews has become an

increasingly popular way for people to share with other users
their opinions and sentiments toward products and services.
It has become a common practice for e-commerce websites to
provide the venues and facilities for people to publish their
reviews, with a prominent example being Amazon (www.
amazon.com). Reviews are also prevalent in blog posts, social
networking websites as well as dedicated review websites
such as Epinions (www.epinions.com). Those online reviews
present a wealth of information on the products and services,
and if properly utilized, can provide vendors highly valuable
network intelligence and social intelligence to facilitate the

improvement of their business. As a result, review mining
has recently received a great deal of attention.

A growing number of recent studies have focused on the
economic values of reviews, exploring the relationship
between the sales performance of products and their
reviews [1], [2], [3], [4]. Since what the general public
thinks of a product can no doubt influence how well it sells,
understanding the opinions and sentiments expressed in
the relevant reviews is of high importance, because
collectively these reviews reflect the “wisdom of crowds”
(what the general public think) and can be a very good
indicator of the product’s future sales performance. In this
paper, we are concerned with generating actionable knowl-
edge by developing models and algorithms that can utilize
information mined from reviews. Such models and algo-
rithms can be used to effectively predict the future sales of
products, which can in turn guide the actions of the
stakeholders involved.

Prior studies on the predictive power of reviews have
used the volume of reviews or link structures to predict the
trend of product sales [1], [5], failing to consider the effect of
the sentiments present in the blogs. It has been reported [1],
[5] that although there seems to exist strong correlation
between the volume of reviews and sales spikes, using the
volume or the link structures alone do not provide
satisfactory prediction performance. Indeed, as we will
illustrate with an example, the sentiments expressed in the
reviews are more predictive than volumes. In addition,
another important aspect that has been largely overlooked
by those prior studies, is the effect of the reviews’ quality on
their predictive power. Quality wise, not all reviews are
created equal. Especially in an online setting where anybody
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can post virtually anything, the quality of reviews can vary
to a great extent. Examples of “bad” reviews include very
short insulting comments with no substance like “This book
sucks,” or long and tedious reviews that are simply
duplicates of the product descriptions. Reviews poorly
written, reviews containing no subjective judgment, or even
spam reviews, may actually negatively affect the accuracy of
the prediction, if they are not properly taken care of.

We believe that prediction of product sales is a highly
domain-driven task, for which a deep understanding of
various factors involved is essential. In this paper, using the
movie domain as a case study, we investigate the various
issues encountered in modeling reviews, producing sales
predictions, and deriving actionable knowledge. To this
end, we identify three factors that play important roles in
predicting the box office revenues in the movie domain,
namely, public sentiments, past sales performance, and
review quality, and propose a framework for sales predic-
tion with all those factors incorporated.

We start with modeling sentiments in reviews, which
presents unique challenges that cannot be easily addressed
by conventional text mining methods. Simply classifying
reviews as positive or negative, as most current sentiment-
mining approaches are designed for, does not provide a
comprehensive understanding of the sentiments reflected in
reviews. In order to model the multifaceted nature of
sentiments, we view the sentiments embedded in reviews
as an outcome of the joint contribution of a number of
hidden factors, and propose a novel approach to sentiment
mining based on Probabilistic Latent Semantic Analysis
(PLSA), which we call Sentiment PLSA (S-PLSA). Different
from the traditional PLSA [6], S-PLSA focuses on senti-
ments rather than topics. Therefore, instead of taking a
vanilla “bag-of-words” approach and considering all the
words (modulo stop words) present in the blogs, we focus
primarily on the words that are sentiment related. To this
end, we adopt in our study the appraisal words extracted
from the lexicon constructed by Whitelaw et al. [7]. Despite
the seemingly lower word coverage (compared to using
“bag of words”), decent performance has been reported
when using appraisal words in sentiment classification of
movie reviews [7]. In S-PLSA, appraisal words are exploited
to compose the feature vectors for reviews, which are then
used to infer the hidden sentiment factors.

The second factor we consider is the past sale perfor-
mance of the same product, or in the movie domain, past
box office performance of the same movie. We capture this
effect through the use of an Autoregressive (AR) model,
which has been widely used in many time series analysis
problems, especially in econometric contexts [8]. Combining
this AR model with sentiment information mined from the
reviews, we propose a new model for product sales
prediction called the Autoregressive Sentiment Aware
(ARSA) model. Extensive experiments show that the ARSA
model provides superior predication performance com-
pared to using the AR model alone, confirming our
expectation that sentiments play an important role in
predicting future sales performance.

Since online reviews are of varying quality and, thus,
carry different predictive power, we should not treat them
equally in producing the prediction. This motivates our
study of the quality factor in sales prediction. We consider
both cases in which quality indicators are readily available

(e.g., in the form of user ratings), and cases in which they
are not. Our focus is on the latter case, for which we
develop a model that is able to automatically predict the
quality of a review based on its syntactical characteristics.
The quality factor is then incorporated into the ARSA
model, resulting in an Autoregressive Sentiment and
Quality Aware (ARSQA) model for sales prediction.

In summary, we make the following contributions:

. Using the movie domain as a case study, we
approach the problem of predicting sales perfor-
mance using online reviews as a domain-driven
task, and identify the important the factors involved
in generating prediction.

. We model sentiments in reviews as the joint outcome
of some hidden factors, answering the call for a model
that can handle the complex nature of sentiments. We
propose the S-PLSA model, which through the use of
appraisal groups, provides a probabilistic framework
to analyze sentiments in reviews.

. We develop a model for predicting the quality of
reviews in the absence of readily available quality
indicators.

. We propose the ARSA and ARSQA models for
product sales prediction, which reflects the effect of
sentiments, and past sales performance (and in the
case of ARSQA, the quality of reviews) on future
sales performance. There effectiveness is confirmed
by experiments.

. We discuss how actionable knowledge can be derived
through utilizing the proposed models, explaining
the practical impact of the proposed approach.

The rest of the paper is organized as follows. Section 2
provides a brief review of related work. In Section 3,
we discuss the characteristics of online reviews which
motivate the proposal of S-PLSA in Section 4. In Section 5,
we propose ARSA, the sentiment-aware model for predicting
future product sales. Section 6 considers the quality factor
and presents the ARSQA model. Section 7 reports on the
experimental results, and Section 8 concludes this paper.

2 RELATED WORK

2.1 Domain-Driven Data Mining (D3M)

In the past few years, domain-driven data mining has
emerged as an important new paradigm for knowledge
discovery [9], [10]. Motivated by the significant gap between
the academic goals of many current KDD methods and the
real-life business goals, D3 advocates the shift from data-
centered hidden pattern mining to domain-driven Action-
able Knowledge Discovery (AKD). The work presented in
this paper can be considered as an effort along this direction
in that 1) we aim to deliver actionable knowledge by making
predictions of sales performance, and 2) in developing the
prediction model, we try to integrate multiple types of
intelligence, including human intelligence, domain intelli-
gence, and network intelligence (Web intelligence).

2.2 Review Mining

With the rapid growth of online reviews, review mining has
attracted a great deal of attention. Early work in this area was
primarily focused on determining the semantic orientation
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of reviews. Among them, some of the studies attempt to
learn a positive/negative classifier at the document level.
Pang et al. [11] employ three machine learning approaches
(Naive Bayes, Maximum Entropy, and Support Vector
Machine) to label the polarity of IMDB movie reviews. In
follow-up work, they propose to first extract the subjective
portion of text with a graph min-cut algorithm, and then feed
them into the sentiment classifier [12]. Instead of applying
the straightforward frequency-based bag-of-words feature
selection methods, Whitelaw et al. [7] defined the concept of
“adjectival appraisal groups” headed by an appraising
adjective and optionally modified by words like “not” or
“very.” Each appraisal group was further assigned four type
of features: attitude, orientation, graduation, and polarity.
They report good classification accuracy using the appraisal
groups. They also show that the classification accuracy can
be further boosted when they are combined with standard
“bag-of-words” features. We use the same words and
phrases from the appraisal groups to compute the reviews’
feature vectors, as we also believe that such adjective
appraisal words play a vital role in sentiment mining and
need to be distinguished from other words. However, as will
become evident in Section 4, our way of using these appraisal
groups is different from that in [7].

There are also studies that work at a finer level and use
words as the classification subject. They classify words into
two groups, “good” and “bad,” and then use certain
functions to estimate the overall “goodness” or “badness”
score for the documents. Kamps and Marx [13] propose to
evaluate the semantic distance from a word to good/bad
with WordNet. Turney [14] measures the strength of
sentiment by the difference of the Mutual Information
(PMI) between the given phrase and “excellent” and the
PMI between the given phrase and “poor.”

Extending previous work on explicit two-class classifica-
tion, Pang and Lee [15], and Zhang and Varadarajan [16]
attempt to determine the author’s opinion with different
rating scales (i.e., the number of stars). Liu et al. [17] build a
framework to compare consumer opinions of competing
products using multiple feature dimensions. After deduct-
ing supervised rules from product reviews, the strength and
weakness of the product are visualized with an “Opinion
Observer.”

Our method departs from conventional sentiment classi-
fication in that we assume that sentiment consists of
multiple hidden aspects, and use a probability model to
quantitatively measure the relationship between sentiment
aspects and reviews as well as sentiment aspects and words.

2.3 Economic Impact of Online Reviews

Whereas marketing plays an important role in the newly
released products, customer word of mouth can be a crucial
factor that determines the success in the long run, and such
effect is largely magnified thanks to the rapid growth of
Internet. Therefore, online product reviews can be very
valuable to the vendors in that they can be used to monitor
consumer opinions toward their products in real time, and
adjust their manufacturing, servicing, and marketing
strategies accordingly.

Academics have also recognized the impact of online
reviews on business intelligence, and have produced some
important results in this area. Among them, some studies
attempt to answer the question of whether the polarity and

the volume of reviews available online have a measurable
and significant effect on actual customer purchasing [18],
[19], [20], [5], [1]. To this end, most studies use some form of
hedonic regression [21] to analyze the significance of
different features to certain function, e.g., measuring the
utility to the the consumer. Various economic functions have
been utilized in examining revenue growth, stock trading
volume change as well as the bidding price variation on
commercial websites, such as Amazon and eBay.

In most of the studies cited above, the sentiments are
captured by explicit rating indication such as the number of
stars; few studies have attempted to exploit text mining
strategies for sentiment classification. To fill in this gap,
Ghose and Ipeirotis [2] argue that review texts contain
richer information that cannot be easily captured using
simple numerical ratings. In their study, they assign a
“dollar value” to a collection of adjective-noun pairs, as well
as adverb-verb pairs, and investigate how they affect the
bidding prices of various products at Amazon.

Our work is similar to [2] in the sense that we also exploit
the textual information to capture the underlying senti-
ments in the reviews. However, their approach mainly
focuses on quantifying the extent of which the textual
content, especially the subjectivity of each review, affects
product sales on a market such as Amazon, while our
method aims to build a more fundamental framework for
predicting sales performance using multiple factors.

Foutz and Jank [22], [23] also exploit the wisdom of
crowds to predict the box office performance of movies. The
work presented in this paper differs from theirs in three
ways. First, we use online reviews as a source of network
intelligence to understand the sentiments of the public,
whereas their approach uses virtual stock markets (predic-
tion markets) as an aggregated measure of public senti-
ments and expectations. Second, we use a parametric
regression model to capture the temporal relationships,
whereas their approach uses nonparametric functional
shape analysis to extract the important features in the
shapes across various trading histories and then uses these
key features to produce forecasts. Third, the prediction of
our model is ongoing as time progresses and more reviews
are posted, whereas their approach is limited to forecasting
the box office performance in the release week.

2.4 Assessing the Review Helpfulness

Compared to sentiment mining, identifying the quality of
online reviews has received relatively less attention. A few
recent studies along this direction attempt to detect the
spam or low-quality posts that exist in online reviews.
Jindal and Liu [24] present a categorization of review
spams, and propose some novel strategies to detect
different types of spams. Liu et al. [25] propose a
classification-based approach to discriminate the low-
quality reviews from others, in the hope that such a
filtering strategy can be incorporated to enhance the task
of opinion summarization. Elkan [26] develops a complete
framework that consists of six different components, for
retrieving and filtering online documents with uneven
quality. Similar to [25], a binary classifier is constructed in
order to discriminate the documents with the Classifying
Component. Our work can be considered complimentary to
those studies in that the spam filtering model can be used as
a preprocessing step in our approach.
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2.5 Ranking and Recommender Systems

Recommender systems have emerged as an important
solution to the information overload problem where people
find it more and more difficult to identify the useful
information effectively. Studies in this area can generally be
divided into three directions: content-based filtering,
Collaborative Filtering (CF), and hybrid systems. Content-
based recommenders rely on rich content descriptions of
behavioral user data to infer their interests, which raises
significant engineering challenges as the required domain
knowledge may not be readily available or easy to maintain.
As an alternative, collaborative filtering takes the rating
data as input, and applies data mining or machine learning
algorithms to discover usage patterns that constitute the
user models. When a new user comes to the site, his/her
activity will be matched against those patterns to find like-
minded users and items that could be of interest to the users
are recommended.

Various CF algorithms ranging from typical nearest
neighbor methods [27] to more complex probabilistic-based
methods [28], [29] have been designed to identify users of
similar interests. A few variations and hybrid methods that
combine both content information and collaborative filter-
ing have also been proposed to solve the cold-start problem
[30], [31].

Similar to recommender systems, our work also accounts
for textual contents and peer votes in those reviews to
effectively construct and evaluate the prediction model;
however, one of the objectives of this study is to investigate
the quality of movie reviews, which is different from the
above work.

2.6 Time Series Analysis

Time series analysis is a well-established field with a large
body of the literature [8]. Its purpose is to reveal the
underlying forces and structure that produced the observed
data, based on which a model can be fit, and tasks such as
forecasting and monitoring can be carried out. It has been
widely applied in a large variety of areas, such as economic
forecasting, sales forecasting, stock market analysis, etc.
Three broad classes of models that are most widely used are
autoregressive models, the Moving Average (MA) models,
and the integrated (I) models. In real applications, they are
often combined to produce models like Autoregressive
Moving Average (ARMA) and Autoregressive Integrated
Moving Average (ARIMA) models. When the time series
data are vector valued, these models can be extended to
their vectorized versions, which constitutes multivariate
time series analysis.

Our method utilizes times series analysis in that we use
the AR model to capture the temporal relationship in the
box office data. The main difference between our work and
conventional time series analysis is that while in conven-
tional time series analysis the data series are generally
directly observed, in our work some data (such as the
sentiments embedded in the reviews, and the quality of
reviews) are not directly observable and are inferred from
the underlying data (reviews). Our focus is to identify
appropriate methods to “recover” those latent data so that
accurate prediction can be made.

This paper is built upon our previous work on the
predictive power of sentiments [3]. In particular, we have

extended the ARSA model proposed in [3], and incorporated
the important factor of review quality into the model. We
have also considered how to predict the quality of reviews
using content features, and conducted more experiments to
evaluate the effectiveness of the proposed models.

3 CHARACTERISTICS OF ONLINE REVIEWS

As a domain-driven task, it is essential to understand the
characteristics of online reviews and their predictive power.
To this end, we investigate the pattern of reviews and its
relationship to sales data by examining a real example from
the movie sector. In particular, we are interested in reviews
posted in the blogsphere, as they usually serve as a good
sample of reviews published in various forms (e.g., bulletin
boards, review websites, etc.).

3.1 Number of Blog Mentions

Let us look at the following two movies: The Da Vinci Code
and Over the Hedge, which were both released on May 19,
2006. We use the name of each movie as a query to a
publicly available blog search engine1 and limit the scope of
search to a popular blog website (blogspot.com). In
addition, as each blog is always associated with a fixed time
stamp, we augment the query input with a date for which
we would like to collect the data. For each movie, by issuing
a separate query for each single day in the period starting
from one week before the movie release till three weeks
after the release, we chronologically collect a set of blogs
appearing in a span of one month. We use the number of
returned results for a particular date as a rough estimate of
the number of blog mentions published on that day.

In Fig. 1a, we compare the changes in the number of blog
mentions of the two movies. Apparently, there exists a spike
in the number of blog mentions for the movie The Da Vinci
Code, which indicates that a large volume of discussions on
that movie appeared around its release date. In addition, the
number of blog mentions are significantly larger than those
for Over the Hedge throughout the whole month.

3.2 Box Office Data and User Rating

Besides the blogs, we also collect for each movie one
month’s box office data (daily gross revenue) from the
IMDB website.2 The changes in daily gross revenues
are depicted in Fig. 1b. Apparently, the daily gross of The
Da Vinci Code is much greater than Over the Hedge on the
release date. However, the difference in the gross revenues
between the two movies becomes less and less as time goes
by, with Over the Hedge sometimes even scoring higher
toward the end of the one-month period. To shed some light
on this phenomenon, we collect the average user ratings of
the two movies from the IMDB website. The Da Vinci Code
and Over the Hedge got the rating of 6.5 and 7.1, respectively.

3.3 Discussion

It is interesting to observe from Fig. 1 that although The Da
Vinci Code has a much higher number of blog mentions than
Over the Hedge, its box office revenue are on par with that of
Over the Hedge save the opening week. This implies that the
number of blog mentions (and correspondingly, the number
of reviews) may not be an accurate indicator of a product’s
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sales performance. A product can attract a lot of attention
(thus a large number of blog mentions) due to various
reasons, such as aggressive marketing, unique features, or
being controversial. This may boost the product’s perfor-
mance for a short period of time. But as time goes by, it is the
quality of the product and how people feel about it that
dominates. This can partly explain why in the opening week,
The Da Vinci Code had a large number of blog mentions and
staged an outstanding box office performance, but in the
remaining weeks, its box office performance fell to the same
level as that for Over the Hedge. On the other hand, people’s
opinions (as reflected by the user ratings) seem to be a good
indicator of how the box office performance evolves. Observe
that, in our example, the average user rating for Over the Hedge
is higher than that for The Da Vinci Code; at the same time, it
enjoys a slower rate of decline in box office revenues than the
latter. This suggests that sentiments in the blogs could be a
very good indicator of a product’s future sales performance.

4 S-PLSA: A PROBABILISTIC APPROACH TO

SENTIMENT MINING

In this section, we propose a probabilistic approach to

analyzing sentiments in reviews, which will serve as the

basis for predicting sales performance.

4.1 Feature Selection

We first consider the problem of feature selection, i.e., how
to represent a given review as an input to the mining
algorithms. The traditional way to do this is to compute the
(relative) frequencies of various words in a given document
(review) and use the resulting multidimensional feature
vector as the representation of the document. Here, we
follow the same methodology, but instead of using the
frequencies of all the words appearing the reviews, we
choose to focus on the set containing 2,030 appraisal words
extracted from the lexicon constructed by Whitelaw et al.
[7], and construct feature vectors based on their frequencies
in reviews. The rationale behind this is that for sentiment
analysis, sentiment-oriented words, such as “good” or
“bad,” are more indicative than other words [7]. It is noted
in [7] that “. . . the appraisal taxonomies used in this work are
general purpose, and were not developed specifically for sentiment
analysis or movie review classification.” Therefore, we consider
the appraisal groups developed by Whitelaw et al. a good
fit to our problem, and the same lexicon can be applied to
other domains as well.

4.2 Sentiment PLSA

Mining opinions and sentiments present unique challenges
that cannot be handled easily by traditional text mining
algorithms. This is mainly because the opinions and
sentiments, which are usually written in natural languages,
are often expressed in subtle and complex ways. Moreover,
sentiments are often multifaceted, and can differ from one
another in a variety of ways, including polarity, orientation,
graduation, and so on. Therefore, it would be too simplistic
to just classify the sentiments expressed in a review as
either positive or negative. For the purpose of sales
prediction, a model that can extract the sentiments in a
more accurate way is needed.

To this end, we propose a probabilistic model called
Sentiment Probabilistic Latent Semantic Analysis (S-PLSA),
in which a review can be considered as being generated
under the influence of a number of hidden sentiment
factors. The use of hidden factors allows us to accommodate
the intricate nature of sentiments, with each hidden factor
focusing on one specific aspect of the sentiments. The use of
a probabilistic generative model, on the other hand, enables
us to deal with sentiment analysis in a principled way.

In its traditional form, PLSA [6] assumes that there are a
set of hidden semantic factors or aspects in the documents,
and models the relationship among these factors, docu-
ments, and words under a probabilistic framework. With its
high flexibility and solid statistical foundations, PLSA has
been widely used in many areas, including information
retrieval, Web usage mining, and collaborative filtering.
Nonetheless, to the best of our knowledge, we are the first
to model sentiments and opinions as a mixture of hidden
factors and use PLSA for sentiment mining.

We now formally present S-PLSA. Suppose we are given
a set of reviews B ¼ fb1; . . . ; bNg, and a set of words
(appraisal words) from a vocabulary W ¼ fw1; . . . ; wMg.
The review data can be described as a N �M matrix
D ¼ ðcðbi; wjÞÞij, where cðbi; wjÞ is the number of times wj
appears in review bi. Each row in D is then a frequency
vector that corresponds to a review.
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S-PLSA is a latent variable model for co-occurrence data
(ðb; wÞ pairs) that associates with each ðw; bÞ observation an
unobserved hidden variable from the set of hidden
sentiment factors, Z ¼ fz1; . . . ; zKg. Just like in PLSA where
hidden factors correspond to the “topics” of the documents,
in S-PLSA those factors may correspond to the sentiments
embodied in the reviews (e.g., joy, surprise, disgust, etc.).
Such sentiments are not directly observable in the reviews;
rather, they are expressed through the use of combinations
of appraisal words. Hence, we use hidden factors to model
sentiments.

For a word-review pair ðw; bÞ, S-PLSA models the co-
occurrence probability as a mixture of conditionally in-
dependent multinomial distributions

Prðb; wÞ ¼
X

z2Z
PrðzÞPrðwjzÞPrðbjzÞ;

where we consider both review b and word d to be
generated from the latent factor z in similar ways, using
the conditional probabilities PrðbjzÞ and PrðwjzÞ, respec-
tively. The assumption made here is that b and w are
independent given the choice of the latent factor.

To explain the observed ðb; wÞ pairs, we need to estimate
the model parameters PrðzÞ, PrðbjzÞ, and PrðwjzÞ. To this
end, we seek to maximize the following likelihood function:

LðB;WÞ ¼
X

b2B

X

w2W
cðb; wÞ log Prðb; wÞ;

where cðb; wÞ represents the number of occurrences of a pair
ðb; wÞ in the data.

A widely used method to perform maximum likelihood
parameter estimation for models involving latent variables
(such as our S-PLSA model) is the Expectation-Maximization
(EM) algorithm [32], which involves an iterative process with
two alternating steps.

1. An Expectation step (E-step), where posterior
probabilities for the latent variables (in our case,
the variable z) are computed, based on the current
estimates of the parameters.

2. A Maximization step (M-step), where estimates for
the parameters are updated to maximize the
complete data likelihood.

In our model, with the parameters PrðzÞ, PrðwjzÞ, and
PrðbjzÞ suitably initialized, we can show that the algorithm
requires alternating between the following two steps:

. In E-step, we compute

Prðzjb; wÞ ¼ PrðzÞPrðbjzÞPrðwjzÞP
z02Z Prðz0ÞPrðbjz0ÞPrðwjz0Þ :

. In M-step, we update the model parameters with

PrðwjzÞ ¼
P

b2B cðb; wÞPrðzjb; wÞP
b2B
P

w02W cðb; w0ÞPrðzjb; w0Þ ;

PrðbjzÞ ¼
P

w2W cðb; wÞPrðzjb; wÞP
b02B

P
w2W cðb0; wÞPrðzjb0; wÞ ;

and

PrðzÞ ¼
P

b2B
P

w2W cðb; wÞPrðzjb; wÞP
b2B
P

w2W cðb; wÞ
:

It can be shown that each iteration above monotonically
increases the complete data likelihood, and the algorithm
converges when a local optimal solution is achieved.

Once the parameter estimation for the model is com-
pleted, we can compute the posterior probability PrðzjbÞ
using the Bayes rule

PrðzjbÞ ¼ PrðbjzÞPrðzÞP
z2Z PrðbjzÞPrðzÞ :

Intuitively, PrðzjbÞ represents how much a hidden senti-
ment factor zð2 ZÞ “contributes” to the review b. Therefore,
the set of probabilities fPrðzjbÞjz 2 Zg can be considered as
a succinct summarization of b in terms of sentiments. As
will be shown in the Section 5, this summarization can then
be used in the predication of future product sales.

5 ARSA: A SENTIMENT-AWARE MODEL

We now present a model to provide product sales
predications based on the sentiment information captured
from reviews. Due to the complex and dynamic nature of
sentiment patterns expressed through online chatters,
integrating such information is quite challenging.

We focus on the case of predicting box office revenues to
illustrate our methodologies. Our model aims to capture two
different factors that can affect the box office revenue of
the current day. One factor is the box office revenue of the
preceding days. Naturally, the box office revenue of the
current day is strongly correlated to those of the preceding
days, and how a movie performs in previous days is a very
good indicator of how it will perform in the days to come. The
second factor we consider is the people’s sentiments about
the movie. The example in Section 3 shows that a movie’s box
office is closely related to what people think about the movie.
Therefore, we would like to incorporate the sentiments
mined from the reviews into the prediction model.

5.1 The Autoregressive Model

We start with a model that captures only the first factor
described above and discuss how to incorporate the second
factor into the model in the Section 5.2.

The temporal relationship between the box office reven-
ues of the preceding days and the current day can be well
modeled by an autoregressive process. Let us denote the box
office revenue of the movie of interest at day t by xt
(t ¼ 1; 2; . . . ; N , where t ¼ 1 corresponds to the release date
and t ¼ N corresponds to the last date we are interested in),
and we use fxtgðt ¼ 1; . . . ; NÞ to denote the time series
x1; x2; . . . ; xN . Our goal is to obtain an AR process that can
model the time series fxtg. A basic (but not quite appro-
priate, as discussed below) AR process of order p is as
follows:

Xt ¼
Xp

i¼1

�iXt�i þ �t;
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where �1; �2; . . . ; �p are the parameters of the model, and �t
is an error term (white noise with zero mean).

Once this model is learned from training data, at day t, the
box office revenue xt can be predicted by xt�1; xt�2; . . . ; xt�p.
It is important to note, however, that AR models are only
appropriate for time series that are stationary. Apparently,
the time series fxtg are not, because there normally exist clear
trends and “seasonality” in the series. For instance, in the
example in Fig. 1, there is a seemingly negative exponential
downward trend for the box office revenues as the time
moves further from the release date. “Seasonality” is also
present, as within each week, the box office revenues always
peak at the weekend and are generally lower during
weekdays. Therefore, in order to properly model the time
series fxtg, some preprocessing steps are required.

The first step is to remove the trend. This is achieved by
first transforming the time series fxtg into the logarithmic
domain, and then differencing the resulting time series fxtg.
The new time series obtained is, thus,

x0t ¼ � logxt ¼ logxt � logxt�1:

We then proceed to remove the seasonality [8]. To this end,
we apply the lag operator on fx0tg and obtain a new time
series fytg as follows:

yt ¼ x0t � L7x0t ¼ x0t � x0t�7:

By computing the difference between the box office revenue
of a particular date and that of seven days ago, we
effectively removed the seasonality factor due to different
days of a week. We use the box office data for the movie The
Da Vinci Code as an example and illustrate the results of the
preprocessing steps in Fig. 2. As evident from Figs. 2a and
2b, the preprocessing steps make the box office data closer
to stationary so that it is more amenable to the subsequent
autoregressive modeling.

After the preprocessing step, a new AR model can be
formed on the resulting time series fytg

yt ¼
Xp

i¼1

�iyt�i þ �t: ð1Þ

It is worth noting that although the AR model developed
here is specific for movies, the same methodologies can be
applied in other contexts. For example, trends and season-
ality are present in the sales performance of many different
products (such as electronics and music CDs). Therefore, the
preprocessing steps described above to remove them can be
adapted and used in the predicting the sales performance.

5.2 Incorporating Sentiments

As discussed earlier, the box office revenues might be
greatly influenced by people’s opinions in the same time
period. We modify the model in (1) to take this factor into
account. Let vt be the number of reviews for a given movie
posted on day t, and  t;j;k be the probability of the kth
sentiment factor conditional on the jth review posted on
day t, i.e.,  t;j;k ¼ pðz ¼ kjt; jÞ. Then, the average probability
of factor z ¼ k at time t is defined as

!t;k ¼
1

vt

Xvt

j¼1

 t;j;k ¼
1

vt

Xvt

j¼1

pðz ¼ kjt; jÞ:

Intuitively, !t;k represents the average fraction of the
sentiment “mass” that can be attributed to the hidden
sentiment factor k. As an example, Fig. 3 shows the values
of !t;k for different days tðt ¼ 1; . . . ; 5; k ¼ 1; . . . ; 4Þ for the
movie The Da Vinci Code using parameters obtained from
the ARSA model to be presented in the sequel. The number
of factors is set to 4. As can be observed from Fig. 3, the
distribution of factors varies from one day to another,
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Fig. 2. An example of preprocessing the box office data (for the movie
The Da Vinci Code). (a) Result after log transformation and differencing
(x0t). (b) Result after removing seasonality (yt).

Fig. 3. The value of !t;k for different days (for the movie The Da Vinci
Code).



reflecting the different charateristics of the reviews in terms

of sentiments on different days.
Our new model, which we call the ARSA model, can be

formulated as follows:

yt ¼
Xp

i¼1

�iyt�i þ
Xq

i¼1

XK

k¼1

�i;k!t�i;k þ �t; ð2Þ

where p, q, and K are user-chosen parameters, while �i and

�i;k are parameters whose values are to be estimated using the

training data. Parameter q specifies the sentiment informa-

tion from how many preceding days is taken into account,

andK indicates the number of hidden sentiment factors used

by S-PLSA to represent the sentiment information.
In summary, the ARSA model mainly comprises two

components. The first component, which corresponds to the

first term in the right hand side of (2), reflects the influence

of past box office revenues. The second component, which

corresponds to the second term, represents the effect of the

sentiments as reflected from the reviews.

5.3 Training the ARSA Model

Training the ARSA model involves learning the set of

parameters �iði ¼ 1; . . . ; pÞ, and �i;kði ¼ 1; . . . ; q; k ¼ 1; . . . ;

KÞ, from the training data that consist of the true box office

revenues, and !t;k obtained from the review data. As we will

show below, the model can, after choosing p and q, be fitted

by least squares regression to estimate the parameter values.
For a particular moviemðm ¼ 1; 2; . . . ;MÞ, whereM is the

total number of movies in the training data, and a given date

t, let us add the subscript m to yt and !t�i;k in (2) to be more

precise. Let �m;t ¼ ðym;t�1; . . . ; ym;t�p; !m;t�1;1; . . . ; !m;t�q;kÞT .

Then, (2) can be rewritten as

�Tm;t� ¼ ym;t:

Let A be a matrix composed of all �m;t vectors correspond-

ing to each movie and, for each movie and each t, i.e.,

A ¼ ð�1;1; �1;2; . . .ÞT . Similarly, let c denote the vector

consisting of all possible ym;t, i.e., c ¼ ðy1;1; y1;2; . . .Þ. Then,

based on the training data, we seek to find a solution �̂ for

the “equation”

A� � c:

More precisely, we seek to minimize the euclidean norm

squared of residual A�� c. This is exactly a least squares

regression problem, and be solved using standard techni-

ques in mathematics.
Once the model is trained, (2) can be used to predict the

box office revenue of day t based on the box office revenues

of the preceding days (which have already observed before

day t), and the sentiments mined from the reviews.

6 THE QUALITY FACTOR IN PREDICTION

As discussed in Section 1, reviews vary a great deal in

quality; thus, it is desirable to differentiate the reviews in

terms of quality in order to achieve greater prediction

accuracy. In this section, we analyze how to predict the

quality of review in the absence of explicit quality

indicators, and propose an extension of ARSA, which we
call the ARSQA model.

6.1 Modeling Quality

Quality indicators for reviews are often readily available.
For example, many websites provide summary information
about a review in the form of “x out of y people found the
following review useful/helpful.” In such cases, we simply use
h ¼ x

y as the approximation to the “true” quality factor
�t�i;j. Apparently, h 2 ½0; 1�. This measure has also been
widely used in previous studies on helpfulness prediction
[16], [33]. For robustness, we only consider using this h
value for reviews that have received at least 10 votes.

In cases where user-supplied quality information is
absent or too little to be considered useful (e.g., reviews
that have received less than 10 votes), we propose to obtain
this information through the use of a trained prediction
model. In particular, we use the writing style of a review
(which has been shown to be among the most influential
factors on the helpfulness of a review [16], [33]) to help
predict its quality. Due to the large variation of the
reviewers’ background and language skills, the online
reviews are of dramatically different qualities. Some re-
views are highly readable, and therefore tend to have better
quality, whereas some reviews are either lengthy, but with
few sentences containing author’s opinion or snappy but
filled with insulting remarks. Therefore, the writing style
provides important indication on the quality of a review. A
proper representation of writing style must be identified
and incorporated into the prediction model.

Other factors are also considered in previous studies on the
related problem of helpfulness prediction, such as reviewer
expertise and timeliness of reviews [33]. But we note that they
are either not able to be applied to general settings due to the
lack of user information (in the case of review expertise), or
not directly related to quality itself (in the case of timeliness of
reviews). Therefore, we do not take them into consideration
in developing our model for quality prediction.

Our modeling of the writing style is based on a previous
study which shows that shallow syntactical features like
part of speech can be a good indicator of the utility of the
review [16]. For our purpose, we consider the part of speech
that can potentially contribute to the differentiation of
writing style due to their implication of the subjectivity/
objectivity of a review. The tags chosen include:

1. Qualifiers: one that modifies, reduce, tempers, or
restrains (e.g., quite, rather, enough).

2. Modal auxiliaries: a type of verbs used to indicate
modality. They give additional information about
the function of the main verb that follows it (e.g.,
can, should, will).

3. Nominal pronouns (e.g., everybody, nothing).
4. Comparative and superlative adverbs: indicators of

comparison (e.g., harder, faster, most prominent).
5. Comparative and superlative adjectives: indicators of

comparisons, again (e.g., bigger, chief, top, largest).
6. Proper nouns: reference to a specific item, which will

begin with a capital letter no matter where it occurs
in a sentence (e.g., Caribbean, Snoopy).

7. Interjections/exclamations: strong signs of opinion
(e.g., ouch, well).
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8. wh-determiners (e.g., what, which), wh-pronouns
(who, whose, which), and wh-adverbs: wh-words
that signify either questions or other interesting
linguistic constructs such as relative clauses. (e.g.,
how, where, when).

We represent each review as a vector y, each element of
which represents the normalized frequency of a particular
part-of-speech tag in the review, which can be obtained by
parsing the review using LingPipe3 part-of-speech tagger.
Prior work has revealed that the relationship between the
syntactical features and the quality of review is highly
nonlinear [16]. Therefore, we use �-Support Vector Regres-
sion with Radial Basis Function (RBF) kernels to learn the
relationship between y and the quality of the review. This
model can be trained using reviews with known labels
(quality ratings h), and then used to predict the quality of
any given review.

6.2 The ARSQA Model

Recall that fytg denotes the time series representing the
sales figures after proper treatment as described in the
preceding section. Let vt be the number of reviews posted at
day t. Also, recall that  t;j;k is the inferred probability of the
kth sentiment factor in the jth review at time t, which we
assume can be obtained based on S-PLSA. Denote by �t;j the
quality of the jth review (either readily available or
predicted by some model) on day t. Then, the prediction
model can be formulated as follows:

yt ¼
Xp

i¼1

�iyt�i þ
Xq

i¼1

1

vt�i

Xvt�i

j¼1

�t�i;j
XK

k¼1

�i;k t�i;j;k þ �t; ð3Þ

where p, q, and K are user-defined parameters, �t is an error
term (white noise with zero mean), and �i, �t�i;j, and �i;k are
parameters to be estimated from the training data. p and q
specify how far the model “looks back” into the history,
whereas K specifies how many sentiment factors we would
like to consider. What differentiates ARSQA from ARSA is
that in (3), the sentiment factors are weighted by the quality
of the reviews, which reflects the fact that reviews of
different levels of quality have different degrees of
influence on the prediction.

With the sentiment and quality factors already known
(in the case of available quality ratings) or predicted,
parameter estimation (for �i, �t�i;j, and �i;k) in (3) can be
done using least squares regression in a fashion similar to
that for ARSA.

7 EMPIRICAL STUDY

In this section, we report the results obtained from a set of
experiments conducted on a movie data set in order to
validate the effectiveness of the proposed model, and
compare it against alternative methods.

7.1 Experiment Settings

The movie data we used in the experiments consists of three
components. The first component is a set of blog documents
on movies of interest collected from the Web, the second

component contains the corresponding daily box office
revenue data for these movies, and the third component
consists of movie reviews and their helpfulness scores that
are obtained from the IMDB websites.

Blog entries were collected for movies released in the
United States during the period from May 1, 2006 to
August 8, 2006. For each movie, using the movie name and
a date as keywords, we composed and submitted queries to
Google’s blog search engine, and retrieved the blogs entries
that were listed in the query results. For a particular movie,
we only collected blog entries that had a timestamp ranging
from one week before the release to four weeks after, as we
assume that most of the reviews might be published close
the release date. Through limiting the time span for which
we collect the data, we are able to focus on the most
interesting period of time around a movie’s release, during
which the blog discussions are generally the most intense.
As a result, the amount of blog entries collected for each
movie ranges from 663 (for Waist Deep) to 2,069 ( for Little
Man). In total, 45,046 blog entries that comment on
30 different movies were collected. We then extracted the
title, permlink, free text contents, and time stamp from each
blog entry, and indexed them using Apache Lucene.4

We manually collected the gross box office revenue data
for the 30 movies from the IMDB website.5 For each movie,
we collected its daily gross revenues in the United States
starting from the release date till four weeks after the release.

In each run of the experiment, the following procedure
was followed:

1. We randomly choose half of the movies for training,
and the other half for testing; the blog entries and
box office revenue data are correspondingly parti-
tioned into training and testing data sets.

2. Using the training blog entries, we train an S-PLSA
model. For each blog entry b, the sentiments toward
a movie are summarized using a vector of the
posterior probabilities of the hidden sentiment
factors, PrðzjbÞ.

3. We feed the probability vectors obtained in Step 2,
along with the box revenues of the preceding days,
into the ARSA model, and obtain estimates of the
parameters.

4. We evaluate the prediction performance of the ARSA
model by experimenting it with the testing data set.

In addition, to evaluate the effectiveness of our quality-
aware model, we collected movie reviews that were
published on the IMDB website. Specifically, we also selected
the reviews for movies released during May 1, 2006 to
August 8, 2006. We intentionally selected the time that is not
very close to the present time in the hope that the voting of
helpfulness has stabilized, as less and less reviews are
expected to appear as time increases across the whole time
span. To ensure the robustness of the predictive model,
we only consider the reviews that have received at least
10 votes. Also, for the purpose of training and testing, only
the reviews with a usefulness score available are used. The
number of such movie reviews is 18,652.
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In this paper, we use the Mean Absolute Percentage Error
(MAPE) [34] to measure the prediction accuracy

MAPE ¼ 1

n

Xn

i¼1

Predi � Trueij j
Truei

;

where n is the total amount of predictions made on the
testing data, Predi is the predicted value, and Truei
represents the true value of the box office revenue. In
statistics, MAPE is a measure of accuracy in a fitted time
series value, specifically trending. The difference between
actual value and the forecast value is divided by the actual
value. The absolute value of this calculation is summed up
for each fitted or forecast point and divided again by the
number of fitted points. This makes it a percentage error so
we can compare the error of fitted time series. All the
accuracy results reported herein are averages of 30 inde-
pendent runs.

Note that in order to evaluate the performance of ARSA,
we conduct empirical studies on both blog documents and
IMDB movie reviews. As similar trends are observed on
those two data sets, only the experimental results for the
blog documents are demonstrated from Sections 7.2 to 7.4.
To verify the effectiveness of our quality-aware model, we
only adopt the IMDB movie reviews, as each post in this
data set is associated with a clear helpfulness score which
can be used for training and testing. However, such
information is not available for the blog data set. The
performance of ARSQA model is shown in Section 7.5.

7.2 Parameter Selection for ARSA

In the ARSA model, there are several user-chosen para-
meters that provide the flexibility to fine tune the model for
optimal performance. They include the number of hidden
sentiment factors in S-PLSA, K, and the orders of the ARSA
model, p and q. (Recall that p denotes the order of
autoregression, and q specifies the sentiment information
from how many preceding days is taken into account.) We
now study how the choice of these parameter values affects
the prediction accuracy.

We first vary K, with fixed p and q values (p ¼ 7, and
q ¼ 1). As shown in Fig. 4a, as K increases from 1 to 4, the
prediction accuracy improves, and at K ¼ 4, ARSA
achieves a MAPE of 12.1 percent. That implies that
representing the sentiments with higher dimensional prob-
ability vectors allows S-PLSA to more fully capture the

sentiment information, which leads to more accurate
prediction. On the other hand, as shown in the graph, the
prediction accuracy deteriorates once K gets past 4. The
explanation here is that a large K may cause the problem of
overfitting [35], i.e., the S-PLSA might fit the training data
better with a large K, but its generalization capability on the
testing data might become poor. Some tempering algo-
rithms have been proposed to solve the overfitting problem
[6], but it is out of the scope of our study. Also, if the number
of appraisal words used to train the model is M, and the
number of blog entries is N , the total number of parameters
which must be estimated in the S-PLSA model is
KðM þN þ 1Þ. This number grows linearly with respect
to the number of hidden factors K. IfK gets too large, it may
incur a high training cost in terms of time and space.

We then vary the value of p, with fixed K and q values
(K ¼ 4; q ¼ 1) to study how the order of the autoregressive
model affects the prediction accuracy. We observe from
Fig. 4b that the model achieves its best prediction accuracy
when p ¼ 7. This suggests that p should be large enough to
factor in all the significant influence of the preceding days’
box office performance, but not too large to let irrelevant
information in the more distant past to affect the prediction
accuracy.

Using the optimal values of K and p, we vary q from 1 to
5 to study its effect on the prediction accuracy. As shown in
Fig. 4c, the best prediction accuracy is achieved at q ¼ 1,
which implies that the prediction is most strongly related to
the sentiment information captured from blog entries
posted on the immediately preceding day.

To better illustrate the effects of the parameter values on
the prediction accuracy, we present in Fig. 5 the experi-
mental results on a particular movie, Little Man. For each
parameter, we plot the predicted box office revenues and
the true values for each day using different values of the
parameter. It is evident from the plots that the responses to
each parameter are similar to what is observed from Fig. 4.
Also note that the predicted values using the optimal
parameter settings are close to the true values across the
whole time span. Similar results are also observed on other
movies, demonstrating the consistency of the proposed
approach for different days.

7.3 Comparison with Alternative Methods

To verify that the sentiment information captured with
the S-PLSA model plays an important role in box office
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revenue prediction, we compare ARSA with three alter-
native methods which do not take sentiment information
into consideration.

We first conduct experiments to compare ARSA against
the pure autoregressive model without any terms on
sentiments, i.e., yt ¼

Pp
i¼1 �iyt�i þ �t. We call this model

AR-only. The results are shown in Fig. 6. We observe the
behaviors of the two models as p ranges from 3 to 7.
Apparently, although the accuracy of both methods im-
proves with increasing p, ARSA constantly outperforms the
AR-only model by a factor of 2 to 3.

We then proceed to compare ARSA with an autoregres-
sive model that uses the volume of blog mentions as the basis
for prediction (which we call volume-based). In Section 3, we
have illustrated the characteristics of the volume of blog
mentions and its connection to the sales performance with an
example, showing that although there exists a correlation
between the volume of blog mentions and the sales
performance, this correlation may not be strong enough to
enable prediction. To further demonstrate this, we experi-
ment with the following autoregressive model that utilizes
the volume of blogs mentions. In contrast to ARSA, where we
use a multidimensional probability vector produced by S-
PLSA to represent bloggers’ sentiments, this volume-based
model uses a scalar (number of blog mentions) to indicate the
degree of popularity. The model can be formulated as

yt ¼
Xp

i¼1

�iyt�i þ
Xq

i¼1

�iut�i þ �t;

where yt’s are obtained in the same way as in ARSA, ut�i
denotes the number of reviews on day t� i, and �i and �i
are parameters to be learned. This model can be trained
using a procedure similar to what is used for ARSA. Using
the same training and testing data sets as what are used for
ARSA, we test the performance of this model and compare
it with ARSA. The results are shown in Fig. 6. Observe that
although this method yields a moderate performance gain
over the pure AR model (which proves that the volume
data do have some predictive power), its performance is
still dominated by the ARSA model.

We finally compare ARSA with a baseline method which
uses true average values of previous sales for prediction. In
particular, we predict the current box office revenue as the
moving average in the preceding Z days. We adopt the
moving average as a benchmark as it has been widely used
in time series analysis to smooth out short-term fluctua-
tions. We expect that it could capture the general trend of
the sales performance. In this experiment, we vary the value
of Z, and study how the prediction accuracy is affected by
the choice of Z, and also compare the result of this solution
against ARSA under two different parameter settings
(p ¼ 5, q ¼ 1, K ¼ 4, and p ¼ 7, q ¼ 1, K ¼ 4).

As shown in Fig. 7, the prediction accuracy varies with
different Z values, and the optimal performance is obtained
at Z ¼ 7. In addition, we observe that the accuracy ARSA is
generally superior to the moving average method, confirm-
ing the effectiveness of our modeling approach.
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Fig. 5. The effects of parameters for the movie Little Man. (a) Effect of K. (b) Effect of p. (c) Effect of q.

Fig. 6. ARSA versus alternative methods. Fig. 7. Comparison with moving average prediction.



7.4 Comparison with Other Feature Selection
Methods

To test the effectiveness of using appraisal words as the
feature set, we experimentally compare ARSA with a model
that uses the classic bag-of-words method for feature
selection, where the feature vectors are computed using the
(relative) frequencies of all the words appearing in the blog
entries. That is, instead of using the appraisal words, we train
an S-PLSA model with the bag-of-words feature set, and feed
the probabilities over the hidden factors, thus, obtained into
the ARSA model for training and prediction. Using p ¼ 7 and
q ¼ 1, we vary K from 2 to 5 and compare the performances
of both feature selection methods. As shown in Fig. 8, using
appraisal words significantly outperforms the bag-of-words
approach. Similar trends can be observed when other values
of the parameters p, q, and K are used.

7.5 Incorporating Review Quality

To make a better estimation of future revenue, in Section 6.1,
we proposed a method that can quantitatively evaluate the
review quality; in Section 6.2, we developed the ARSQA
model which explicitly incorporates the review quality
factor into the ARSA model. To verify the effectiveness of
these methods, we first evaluate the performance of our
quality prediction model, and then compare the ARSQA
model with the ARSA model.

To verify the effectiveness of using �-Support Vector
Regression to predict review quality, we compare it with the
conventional Linear Regression (LR) model. To this end,
we first formulate feature vectors in the same way as we
described in Section 6.1, and feed them into two approx-
imators, respectively. We then compare their performance in
terms of the squared correlation coefficient r2 and mean
squared error �2. Let us denote the approximateors’ output
for review i is �̂i, and the true helpfulness value is�i. We have

. Squared correlation coefficient

r2 ¼ ð
Pn

i¼1ð�i � ��Þð�̂i � �̂�ÞÞ2
Pn

i¼1ð�i � ��Þ2
Pn

i¼1ð�̂i � �̂�Þ2
:

. Mean squared error

�2 ¼ 1

n

Xn

i¼1

ð�i � �̂iÞ2:

As shown in Table 1, �-Support Vector Regression
demonstrates clear advantage over LR irrespective of the
two evaluation metrics. This might be because linear
approximator is not reliable if the true relation between
the inputs and the output is nonlinear, although it may
enjoy the benefit of being straightforward with a lower
computational cost.

To further evaluate the performance of ARSQA model,
we compare its performance with that of the original ARSA
model. In this set of experiments, we call the model that
utilizes the scores calculated with our proposed method
ARSQA1, and the one that directly adopts the true help-
fulness values from the IMDB website ARSQA2. Again, we
use p ¼ 7 and q ¼ 1, and vary K from 2 to 5 to compare the
performances of both ARSQA models and the ARSA model.

As shown in Fig. 9, incorporating true helpfulness values
in ARSQA2 generally outperforms the original ARSA
model which does not consider the effect of review quality.
In addition, ARSQA2 is only slightly superior to ARSQA1

which again indirectly proves the effectiveness of our
quality prediction model. Similar trends are observed when
other values of the parameters, i.e., p and q are used.

7.6 The Impact of Other Factors on Review Quality

In this study, we have exploited the writing style to help
assess the quality of a review. In fact, we have also
considered other possible factors that may affect the
helpfulness values, including the length of the review, the
polarity of the review, the number of responses the review
received, the subjectivity of the review, and the average
rating of all reviews on the movie. Some of these factors
have been studied in the previous literature to measure the
quality of product reviews, e.g., reviews on digital cameras
and MP3 players posted on commercial websites such as
Amazon and Ebay [2], [36]. Using a set of experiments, we
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Fig. 8. Comparison with bag of words.

TABLE 1
Performance Comparison

of Two Approximators

Fig. 9. Incorporating quality.



investigate if they are effective indicators of review quality
in the movie domain.

In our experiments, we use the number of sentences in a
review to estimate the length of a comment in this study;
the polarity of a review is considered to be the ratio of the
number of positive words to the number of all appraisal
words in a post;6 the number of responses to a review is
considered to be proportional the number of people who
rated the review, i.e., the value of y in “x out of y people
found the following review helpful”; the review subjectivity
is calculated as the ratio of the number of appraisal words
to the number of sentences in a post of interest.

We use the correlation coefficient to measure the strength
of the linear relationship between the true helpfulness rating
and each individual factor we are considering here. Specifi-
cally, for each factor (e.g., the review length), we compute the
correlation coefficient between the helpfulness rating f�igNi¼1

and the corresponding values of the factor ffigNi¼1 on the set of
N reviews in the movie data set. The result is recorded in
Table 2.

As shown in Table 2, none of the above factors
demonstrates strong correlation to the helpfulness ratings
in the movie domain, which suggests that those factors may
not be good indicators of review quality. This might be
because the task of review quality mining is inherently
nontrivial [37]; only utilizing those simple 1D features is not
powerful enough to capture its intricate nature. We, there-
fore, opt to use the writing style, which is represented as a
multidimensional vector, to model the quality of reviews.

8 PRACTICAL IMPACT OF THE PROPOSED MODELS

As pointed out in [38], a KDD process should not be a
purely data-driven process; it should be a domain-driven
process where the ultimate goal is to produce actionable
knowledge. We have kept this mind when developing the
framework of prediction, and we expect that the outcome of
the proposed models can be readily used to support
decision making in the real world. In this section, we
discuss the practical impact of the proposed models, and
explain how various players in the movie business can
benefit from the deployment of those models in a number of
different ways.

For theaters, accurate prediction of future box office
revenues can help better allocating resources. For example,
if a movie is poorly received (as reflected in online reviews)
and is predicted by our model to have declining box office
revenues, then the manager of a theater could decide to use
smaller showing rooms for this movie, while allocating

larger rooms to more popular movies. It is worth noting
that, in general, the contracts between the distributors and
the theaters favor the former in terms of revenue splitting in
early weeks, and shift to the theaters later on. Therefore, for
the theaters, if they find out that the box office performance
in the early weeks does not meet their expectation, they
could initiate some last-minute remedies on their own to
help boost the box office revenue, e.g., through increased
advertising efforts and other marketing campaigns.

In our proposal, we have used “day” as the unit for box
office revenues to illustrate our methodology. In practice, one
might wish to use larger time units. For example, it might be
too late to make any managerial decisions today for actions to
be taken tomorrow based on its predicted box office revenue.
Fortunately, our model is general enough to accommodate
larger time units. In general, larger time units (3-day, week,
month, etc.) can be used, with only minor modification
needed in most cases. For example, if “week” is used as the
time unit, then all reviews collected are grouped and
analyzed by weeks, and all box office revenues (both past
and predicted) become weekly totals. The main difference
from using “day” as the unit is that the seasonality removal
procedure is no longer needed, as the seasonality within a
week is no longer a problem when box office revenues within
a week are now considered as a whole.

Although in this paper we have used the movie domain
as a case study, the same methodology can be adapted to
the task of predicting sales performance in other domains.
The exact models and preprocessing steps used might have
to be modified to accommodate the specific characteristics
of the target domains. For example, the time series for sales
performance in other domains (such as electronic products)
may not exhibit the same periodic fluctuation as in the
movie domain, and therefore, the preprocessing step of
deseasonality becomes unnecessary. As another example, in
some domains, the autoregressive model may not be a good
fit to the time series; other models such as the autoregres-
sive moving average model [8], may be better candidates. In
such cases, we simply have to replace the AR component in
the ARSA model with the proper time series models.

Equipped with the proposed models and the actionable
knowledge they produce, decision makers will be better
informed in making critical business decisions, resulting in
significant competitive advantages. For example, if an
online retailer (such as Amazon) finds out that a particular
product (e.g., a book) is expected to generate more sales, it
could increase its stock of that product to accommodate the
increasing demand. On the other hand, if the sale perfor-
mance of a particular product is lower than expected, the
retailer could either decrease its stock of that product, or try
to revive its sales through focused marketing campaigns.

In summary, the proposed models can be used to obtain
actionable knowledge, and are flexible enough to be
deployed in a variety of settings.

9 CONCLUSIONS AND FUTURE WORK

The wide spread use of online reviews as a way of conveying
views and comments has provided a unique opportunity to
understand the general public’s sentiments and derive
business intelligence. In this paper, we have explored the
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Correlation Coefficient to Helpfulness Rating

6. We adopted the lexicon of the appraisal words from [7].



predictive power of reviews using the movie domain as a
case study, and studied the problem of predicting sales
performance using sentiment information mined from re-
views. We have approached this problem as a domain-driven
task, and managed to synthesize human intelligence (e.g.,
identifying important characteristics of movie reviews),
domain intelligence (e.g., the knowledge of the “seasonality”
of box office revenues), and network intelligence (e.g., online
reviews posted by moviegoers). The outcome of the
proposed models leads to actionable knowledge that be can
readily employed by decision makers.

A center piece of our work is the proposal of S-PLSA, a
generative model for sentiment analysis that helps us move
from simple “negative or positive” classification toward a
deeper comprehension of the sentiments in blogs. Using S-
PLSA as a means of “summarizing” sentiment information
from reviews, we have developed ARSA, a model for
predicting sales performance based on the sentiment
information and the product’s past sales performance. We
have further considered the role of review quality in sales
performance prediction, and proposed a model to predict
the quality rating of a review when it is not readily
available. The quality factor is then incorporated into a new
model called ARSQA. The accuracy and effectiveness of the
proposed models have been confirmed by the experiments
on two movie data sets. Equipped with the proposed
models, companies will be able to better harness the
predictive power of reviews and conduct businesses in a
more effective way.

It is worth noting that although we have only used S-
PLSA for the purpose of prediction in this work, it is indeed
a model general enough to be applied to other scenarios.
For future work, we would like to explore its role in
clustering and classification of reviews based on their
sentiments. It would also be interesting to explore the use of
S-PLSA as a tool to help track and monitor the changes and
trends in sentiments expressed online. Also note that the
ARSA and ARSQA models are general frameworks for sales
performance prediction, and would certainly benefit from
the development of more sophisticated models for senti-
ment analysis and quality prediction.
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