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Abstract— It is believed that in the near future, there will be sensor networks. There is a potentially large number of low-
a large-scale deployment of wireless sensor networks forisging, power sensor nodes that may communicate with a larger node.
collecting and transferring information about the environments In reality, not all sensor nodes have packets to transmibyt a

the sensors are placed in. Due to their peculiar charactertics . fi The | de d tk h d
and goals, sensor networks differ sharply from traditionalwired ~ 9'V€N iMe. The larger node does not know how many nodes

and wireless networks, and so many problems have to be solvedhave packets to send. It may not even know the total number
afresh for such networks. In this paper, we study the medium of nodes that are in its transmission range since nodes often
access control problem and focus on a class of Time-Division run out of batteries and die. We wish to develop a simple,
Multiple-Access (TDMA) protocols called demand assignmen  afficiant protocol that can be used by the sensor nodes.

protocols. We propose a simple, adaptive algorithm RMAC T
for heterogeneous wireless sensor networks. RMAC improves The problem has some similarities to the same problem

on existing demand assignment algorithms like RMAV [1], in cellular networks where a large number of low-power
DQRUMA [2] and the protocol proposed in [3] in several ways. mobile stations communicate with a high-power base station
First, it uses Maximum-Likelihood estimation to reduce padket However, there are Signiﬁcant differences. First, we agsum
delays and uses a simple prediction scheme to adapt to changi o oyr sensor network is static — i.e., the nodes are not

traffic patterns. Second, in most demand assignment algofims, . N .
a transmitted packet reserves a timeslot for the next packein mobile. Second, the applications, and hence both the traffic

the same message. Thus, when multi-packet messages are geinand the service requirements are completely differentrdThi
transmitted, a new message may have have to wait for a long tiem although the nodes on the backbone network have more
before it can be transmitted; i.e., the algorithms are unfai to new  powerful batteries than the sensor nodes, they still haviedd
sessions. Our algorithm provides a parameter that controlghis power and thus differ sharply from base stations in cellular

fairness property of the algorithm. We present simulation results . ) .
to compare the performance of our algorithm with RMAV [1], networks. Finally, the small size of typical messages amd th

DQRUMA [2] and the protocol proposed in [3]. relatively predictable packet destinations in sensor ogks/
make the problem simpler and less general than its coumterpa
. INTRODUCTION in cellular networks.

It is believed that the near future will see a large-scale We note that the problem being studied is a part of the larger
deployment of wireless sensor networks for sensing, gaperproblem of minimizing end-to-end delays in sensor networks
and disseminating information about the environment inclwhi It is our belief that the backbone nodes are more suitable for
the networks exist. Sensor networks are large-scale nkswodeploying existing algorithms like S-MAC [5] or TRAMA [6],
built from small, cheap, untethered low-power devices #rat whereas our algorithm solves the problems unique to sensor
placed in arad hocmanner. The nodes communicate with eadhodes well. Thus, an effective solution to the larger proble
other using wireless messages, self-organize and coepgeratmay be obtained by combining our algorithm with existing
performing sensing and information collection and dissemalgorithms.
nation tasks. The scale, power restrictions addhocnature
of these networks makes them rather different from traditio A- Related work
wired and even wireless networks and so many problems havéVe make no attempt to present a survey of literature on
to be solved afresh for sensor networks. There is alreasignsor networks. The reader is referred to the nice surveys
a significant amount of existing work in this area. Unti[7]-[9] and to [10] for applications of sensor networks. lhist
now, most research has focused on homogeneous netwaldssection, we survey MAC protocols relevant to our work.
built with low-power devices. However, recent technoladic 1) MAC protocols for wireless networksThere is a very
advances have made commercially available several typedasfje number of papers and protocols on MAC protocols for
sensors (see, e.g., [4]). The smaller, lower power deviaes avired and wireless networks. We refer the reader to [11]
be deployed on a large scale and the larger, significantlygnig for results on wireless MAC protocols, to [12] for a survey
power nodes can be used to function as the “backbone” ob&AMAC protocols for mobilead hoc protocols, to [13] for
heterogeneous sensor network. energy efficient protocols for wireless networks and to [fb4]

The focus of this paper is designing a medium access contpelrformance evaluation of MAC protocols for wireless ATM
(henceforth referred to as MAC) algorithm for heterogerseonetworks.



2) MAC protocols for sensor networksThere are sev- protocols improve efficiency by allowing reservation resfse
eral MAC layer protocols designed specifically for sensdo be piggybackedon packets transmitted in slots so that a
networks. The S-MAC protocol [5] performs the dual taskode that transmits packets this round and has more packets
of medium access control and self-organization. Nodes foim send does not have to compete for minislots again in the
virtual clusters and synchronize sleep schedules. Thay afgext round.
use message passing to reduce contention. The T-MAC proThe protocols named before differ in the design of the
tocol [15] extends S-MAC using variable length duty cyeontention phase. RMAV [1] is an adaptive algorithm in
cles. Crudely speaking, nodes try to send data in bursts amhich there is one minislot in every round. Nodes contend
sleep between bursts. Like S-MAC, it uses virtual clustersy attempting to reserve this slot. If there is a collisiondas
DMAC [16] uses variable length duty cycles. The lengthack off for a random period of time governed by a probability
of the cycles are changed adaptively to minimize latency. ptthat is set adaptively by the base station. The algorithnd use
has a simple prediction model for data arrival, and tries to adaptp is simple — if there is a collision in the single
reduce latency by adding offsets to the beginning of sleepinislot, p is doubled; if the minislot is idlep is halved.
periods of nodes depending on the position of the node @therwise,p remains unchanged.
the tree, so that a multihop message does not have to waitn DQRUMA [2], nodes attempt to reserve transmission
at every node for the node to wake up. RAP [17] and thlots using either slotted ALOHA or a more complex algorithm
protocol proposed in [18] use orthogonal codes to perforgalled the binary stack algorithm. Since the performance of
Code Division Multiple Access (CDMA) to prevent collisians both are very similar, we only describe the variation using
Finally, TRAMA [6] is a collision-free protocol in which nas  slotted ALOHA. In DQRUMA, there is one minislot as in
exchange schedules and elect leaders in a distributed manR&1AV, but empty slots are converted into contention rounds
In addition, TRAMA conserves battery power by allowingwith M/ minislots each / is typically a small fixed numbet)
nodes to enter an idle state when they have no data to se@QRUMA uses aharmonic backoff protocol, i.e., afterk

3) Demand assignment MAC protocolShere are several collisions, a node flips a coin with probability of head—
characteristics of our problem that rule out many existingnd tries to capture a minislot if the result of the toss is a
approaches. Since a backbone node does not know how mgamBAD.
sensor wish to send packets, polling all nodes (a strategy us |n [3], the authors propose an algorithm in which nodes
in some wired local area networks) not only wastes precioggntend to reserve minislots using slotted ALOHA. Nodes
battery power at the backbone node but also wastes bandwigtiich are successful get to transmit packets. The number of
and therefore adds considerable delay to the packets beiigislots are changed adaptively: if the number of minislot
transmitted. In addition, sensor nodes typically have glsin with collisions is larger than the number of empty minisjots
wireless transmission channel on which all logical uplimkia then the number of minislots are doubled in the next round.
downlink channels have to be time-multiplexed. This sutge®therwise the number of minislots in the next round are
a time-division-multiplexing-access (TDMA) approach ntsy halved.
most suitable for this problem. Finally, a large number of |t js worth pointing out that all these papers are designed
low level sensor nodes connect to a larger backbone nagedeal with multimedia traffic with variable size messages,
forming a star-like subgraph. This implies that a centealiz mytiple traffic classes and different Quality-of-Serv{€oS)
MAC algorithm can be run at the backbone node. All thes&nstraints.
observations point to the suitability of a demand assigrtimen git [20] is a contention-based TDMA protocol designed for
protocol [11] for our problem. o sensor networks. It uses non-uniform probabilities of cfig

Demand assignment protocols were originally proposgginisiots. Roughly speaking, a node makes an initial choice
for wireless ATM networks with Quality-of-Service (Q0S)of a reservation minislot, but may change that choice laser a
requirements. They allocate bandwidth to nodes to meglpserves what happens in the minislots before the chosen
these requirements. Several demand assignment protogls in the same round.
have been proposed in the literature, including RMAV [1], \while all the protocols just described are adaptive, they
DQRUMA [2], MASCARA [19], Sift [20] and the protocol gfter from some drawbacks. RMAV and DQRUMA both
proposed in [3]. All of these protocols operate in rounds angte packoff protocols, which have proved to be very hard to
there are three phases in each round. The first phase is gy ze even for wired networks. The protocol proposed by [3
contention or reservation round. In this round sourceses@ht joeg not use backoff, and they demonstrate that the algorith
for reservingminislots using a randomized algorithm. In theperforms better than RMAV, but the basis for their heuristic
second phase, the backbone node announces the identiiesgnomparing the number of minislots with collisions witteth
the time slots “captured” by the nodes that succeeded in h&mper of empty minislots is not clear from their paper. Sift
contention phase. The third phase consists of the nodes lisfyas designed for sensor networks but it requires the sensors

in the second phase actually transmitting the packets im thg, remain awake during all minislots, monitor the network fo
slots This 3-phase structure improves efficiency by preventing

collisions in the third phase, and by using minislots t_hm al iThe authors mention that the algorithm could make DQRUMA enor
much smaller than the slots. Typically, demand assignmeihptive in several ways but do not investigate this furthehe paper.



transmissions and accordingly recompute their transomssi We use Maximum-Likelihood estimation to solve the
probabilities in the next minislot. first problem. We show that the heuristic used by
Our proposed protocol, RMAC, has significant similarities RMAV [1] and by Aboelaze et al [3] can be explained
with, and was inspired by the DQRUMA protocol, the RMAV using this idea. The prediction problem is solved by a
protocol and the protocol proposed in [3]. We address the simple linear predictor. The last subproblem is solved by
drawbacks of these protocols mentioned above. Unlike RMAV  optimizing the expected delay of a packet ignoring the
and DQRUMA, RMAC does not employ backoff mechanisms. gueuing delay (i.e. the time a packet spends in the buffer
Like all these three, RMAC uses a slotted ALOHA algorithm before it gets a chance to attempt a minislot reservation
in the first phase. Like Aboelaze et al, we adjust the number is ignored in this calculation). All these ideas are used

of minislots adaptively. Unlike any of the three papers, we u to design a randomized, adaptive MAC algorithm called
a predictive model to compute the number of packets expected RMAC.
in a round. 2) We propose a very simple generalization to demand

assignment protocols like RMAV, DQRUMA, and the

algorithm by Aboelaze et al to improve their fairness
There have been several efforts at studying the issue of properties. We use the same idea to modify RMAC

fairness and its impact on performance in networks. We do not  and show the performance-fairness tradeoff with this

attempt a detailed survey of results in this area in this pape modification.

and mention a few relevant papers. Ozugur et al [21] propose3) We investigate via simulation studies the performance

interesting solutions for this problem for general wirsles of RMAC. Our experiments show that RMAC has bet-

networks. In our opinion, they seem a little too complex for ter performance than DQRUMA and the algorithm of

low power sensor nodes. Nandagopal et al [22] translate the Aboelaze et al. The latter was shown in [3] to perform

fairness problem into a contention resolution problem and  better than RMAV.

derive a backoff algorithm for achieving proportional fess. i .

Koksal et al [23] investigate short-term faimess of MACE: Outline of this paper

protocols using several statistical measures. This paper is organized as follows. Section Il explains our

model and lists the performance metrics we consider in this

paper. Section Il describes our MAC protocols. Section IV
We now list some results from Bayesian Estimation theoprovides both analytical and experimental performancé- eva

that are used in the paper. Given two dependent evéd®s uation results of our protocols. Finally, Section VI presen

Bayes Theory allows us to compute theposteriori proba- some conclusions and future work.

bilities Pr(B = j|A) in terms of the conditional probabilities

Pr(A|B = j) using the well-known formula: Il. OUR MODEL AND METRICS

. Pr(A|B = j)Pr(B = j) A. Network Model
Pr(B = jlA) = S Pr(AB = j)Pr(B = Jj) 1) We consider a heterogeneous sensor network model where
=10t —JARE = there are a large number of static, low-power nodes commecti
There are many possible estimators that one can use, edth wgta backbone of larger, higher-power nodes. Our protocol is
its advantages. The reader is referred to the textbook [2d] adesigned for communication between the higher and lower
the references therein for more details. We discuss thrde wével nodes. We will sometimes refer to the lower level nodes
known estimators, the Maximum Likelihood Estimator (MLE)as sensor nodes and the higher level nodématiodes. Since
the Maximuma posteriori Probability (MAP) estimator and our protocol runs in a distributed manner, we will hencéfort
the Bayes estimator for minimizing mean squared error.  focus on one host node connected\icsensor nodes, and treat
The MLE is given by the expressiomax;Pr(B = this subnetwork as the network being studied.
jlA). The MAP is given by the expressiamax; Pr(B = We assume that the MAC protocol is not required to perform
jlA)Pr(A), i.e., it is the value ofj that maximizes th@ pos- the task of self organization, unlike, e.g., [5]. We expéettt
teriori probabilities. The Bayesian estimator for minimizinghode placement has been done with the goal of forming the
the mean squared error is givenpy,_, , j-Pr(B = j|A), desired topology, but recognize that placement strategyies
i.e., it is the mean of the conditional distribution in Eqoatl. imprecise and there may be considerable variation from the
planned placement. We assume also that the low-power nodes
always connect to a single host node, and that this (static)
The contributions of this paper are as follows: assignment is made when the network self-organizes. We also
1) We separate the problem of adaptively varying the&ssume that the host nodes themselves communicate with a
number of minislots into three parts. First, we need tmore complex protocol than the one proposed in this paper,
estimate the number of packets in the current roune.g., a collision-free protocol like the one described ih [6
Second, we need to predict the number of packets This assumption is justified by the fact that host nodes have
the next round. Finally, we need to compute the numbkigher power, more data to send, and are less prone to failure
of minislots in the next round. than sensor nodes. Further, the network of host nodes can be

B. Fairness Issues in MAC protocols

C. Bayesian Estimation

D. Our contributions



organized as a multi-hop ad hoc network whose underlyingFinally, we consider a simple ON-OFF burst model in which

graph has low node-degree. The advantage of this assumptioa packet generator is a two-state discrete-time Mark@irCh

is that interference between neighboring hosts is reduced. (the states being ON and OFF). In the ON state, a packet is
Since sensor networks can operate in unpredictable ervirgenerated every timestep. No packets are generated in the OF

ments, there could be significant number of corrupted or lostiate. At each timestep, the transition probability from @N

packets. We assume that providing reliable transfers isheot OFF isa and OFF to ON ish. It can be shown easily that

task of the MAC protocol; such concerns must be handled kye probability of being in the ON state is given by(a + b)

higher layers in the network protocol architecture. [26], and so we can chooseb that satisfy_5; = %

B. Node Model D. Fairness

We assume that the sensor nodes have unique identifiers. Eor many applications, it is desirable that a MAC algorithm
is our belief that this would be true for almost all applicats be fair. For example, a network monitoring algorithm may
which require sensor networks. It is crucial for our algumt wish to get the state of all the nodes at (approximately)
to have access to a good pseudo-random number generdiar.same time. Fairness often reduces efficiency. In demand
Without unique identifiers, ensuring distinct random numbassignment algorithms, the ability of a node to bypass the
sequences among different nodes is a difficult problem. Thentention phase by piggybacking a reservation request wit
unique identifiers can be used to seed the generator, and s itansmitted packet decreases the expected delay. However
becomes very improbable that two sensor nodes use the sdhigalso implies that a node that always has packets neger ha
(pseudo-)random numbers. to contend for minislots, unlike nodes which are sometimes

Our algorithms are based on Time-Division-Multipleempty, and this implies that the former nodes may have lower
Access (TDMA) and so we need reasonably good time syexpected delays than the latter. So the former nodes have an
chronization between nodes. Since sensor nodes often haméair advantage in demand assignment MAC algorithms. We
one or two communication channels, TDMA has often beertddress this issue in the next section (Section IlI).
used, and so this assumption has often been made in th&he fairness of MAC algorithms is affected by another
literature (see, e.g., [15]). The clock synchronizatioguieed unexpected factor called theapture effec27]. This effect
for our algorithm is local. As long as each of the sensor nodeappens when a collision between nodes A ,Bidsdetected
have their clocks synchronized to their host node, the pobto since the signal from A is so much stronger than the signal
works fine. Protocols that achieve this feasibly in sensémom B that the receiver is able to decipher the message from A
networks exist in the literature (e.g, the RBS protocol J25] and effectively ignore the message from B. In such situation

Finally, we assume that battery-power conservation is thige utilization of the medium increases at the cost of faisne
primary focus of sensor nodes, and therefore, all protoceisthe receiver is able to convert a collision minislot into a
running on them must allow nodes to sleep between perioglsccessful one, but B will never be able to send a message
of activity to conserve battery life. whenever it collides with A. In this paper, we ignore the

] capture effect, and defer such studies for future work.

C. Traffic model

We assume that the sensor network does not carry traffic
with strict QoS requirements (e.g., real-time traffic) of-di The most important performance metric for our purposes
ferent classes or with different priorities. Since sensodes is the delay of a packet. Since we are concerned with MAC
typically exchange small amounts of information at a time, wprotocols, we define delay on a per-hop and not end-to-end
assume that each message fits within a single packet. Oftersis. We do not try to capture short-term fairness in thigepa
queries are made periodically and so the traffic in the nééwoFhe measure of fairness used in this paper is the variante of t
after the initial topology building consists of occasioti@lk delay across nodes. More precisely, we consider the expecte
spurts” of constant bit rate traffic separated by silentquisi delays of packets sent by each node and study the variance of
We model this behavior using three simple traffic models. Thlese quantities.
simple model (called “random traffic” in this paper) assumes
that packets are generated by a Bernoulli process. At every
timestep, a packet is generated at each sensor with pribabil As mentioned before, our protocol belongs to the general
A/N and no packets are generated with probability \/N, class of demand assignment algorithms. Like other demand
where N is the total number of sensor nodes dng A < 1. assignment algorithms, the algorithm proceeds in rounds. A

The second model (called “random bursty” model in thidescribed in Section I-A.3, each round has three phases (see
paper) generalizes random traffic in that bursts of §&z& 1  Figure 1). The broad structure of our algorithm (and many
are generated by a Bernoulli process. Thus we assume tthamnand assignment algorithms) is as follows.
at every timestep, a burst @ packets are generated at each The first phase has a variable number of fixed-size minislots,
sensor with probability\/N B and no packets are generatedecided and announced by the host. Each node that has a
with probability 1 — A\/N B, where N is the total number of packet to transmit chooses a minislot uniformly at random,
sensor nodes andl< A < 1. and transmits a reservation request in that minislot. A riede

Performance Metrics
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Fig. 1.

also allowed to avoid the contention phase by piggybacking
a request for a slot in the current round on a packet that it
sent the previous round. The host reads the minislots and
detects collisions. Then, in the second phase, it sends an
acknowledgment packet, which announces the number and
identities of nodes that have successfully reserved noitsisin

the final phase, these successful nodes transmit their {zacke
in their slots. Thus, there are no collisions in this phase. A
source that is unsuccessful in reserving a minislot willthg
same process again in the next round. Next, we make some
observations about our algorithm.

1) Batching requests:For simplicity, we assume that pack-
ets which arrive midway through a round get “batched”,
i.e., they wait until the next round to take part in the
minislot reservation process.

2) Need for acknowledgmentsThe explicit acknowledg-

Acknowledgments

The three phases of our protocol

the number of minislots it offered and also the
number of minislots in which there are collisions,
the number of minislots which are empty and the
number of minislots that are reserved successfully.

b) Even if the number of packets that will arrive in a
certain round is known, computing the number of
minislots that should be offered in that round is not
obvious. Note that having too few minislots result
in a small success rate in the contention phase,
and using too many minislots increase the expected
delay of packets.

c) Even if the number of packets that arrived at the
last round is known, the number of packets that will
arrive in the current round is not known, and this
is an issue in computing the number of minislots
that should be used in this round.

ment in the second phase is necessary for two reasons?) Fairness-efficiency tradeoff:As mentioned before, al-

Firstly, it solves the hidden terminal problem [28]. If all
nodes could hear each other, then each node would know
which nodes successfully reserved minislots. Secondly,
it allows nodes to transmit their requests and sleep.

3) Use of node identifiers:Apart from the already men-
tioned use of node identifiers in generating distinct
random numbers, the identifiers are necessary to address
the capture effectif we ignored occurrences of this

gorithms that allow nodes to bypass the contention phase
create unfairness in bandwidth allocation to nodes. This
is true for our algorithm and also other algorithms that
allow the same strategy, including DQRUMA and the
algorithm in [3]. To our knowledge, a study of the
efficiency-fairness tradeoff has not been carried out by
relaxing or restricting the ability of nodes to bypass the
contention phase.

effect then the acknowledgment could only list minislotg o+ solutions

and since each node knows the minislots it chose, ther
would be no collisions in the next phase.

We note that although one could use the less significar%
bits of the sensor readings for random number gene 4
tion, this could result in problems when sensor reading%
are heavily correlated.

eWe now outline our solutions to the design problems
Lftlined in Section IlI-A. To our knowledge, this is the
st decomposition to the problem of finding the number of
inislots in a demand assignment MAC algorithm. We expect
ese ideas to be useful in improving existing algorithrke li

DQRUMA as well.

A. Design issues

1) The estimation problemWe solve the problem of com-

puting the number of nodes(t) that competed for minislots
1) Computing the number of minislots: Unlike [2], we py posing it as a classical Bayes Estimation Theory problem:
do not set backoff periods for sources after a coIIisior@j‘i\,en the observed numbers of minislatgt) that are empty,
Unlike [1], and like [3], we adaptively vary the numbefihe numbern,(¢) of minislots that have collisions and the
of reservation minislots. This is a complicated problemumbern,(t) of minislots have been reserved successfully,

for the following reasons.

what is the most likely number of nodes(t) that could have

a) A host cannot observe the actual number of seresulted in these observations? Thus the problem is one of
sors competing for minislots. However, it knowsestimation ofB = m(t) given A = (n.(t), ns(t), n.(t)).



The probabilitiesPr(n, ne, n./m,n) can be computed us- some extensions of our algorithm that try to estimate thermea
ing simple results about the combinatorics of the classiday observing the number of arrivals over a long time. We
balls-and-bins problem. We state the formula here and proste not discuss those extensions for two reasons: first such
it in Lemma 2 in Appendix A. extensions are of limited use unless we are sure that thésinpu

are generated by a stationary random process and second the
algorithm can estimate indirectly but not observe the numbe

Pr(n, = j,ne = k,ne = ”_j,_ k[m, n) of new arrivals in a timestep. In this paper, we focus on
1 ( n ) (m —j—k— 1) (2) designing an adaptive algorithm and therefore include pksim
n™ \j,k k-1 predictor described below.

In order to use the Bayes formula (1) for either MAP or We use a linear model to solve the pr(_)blem of predicting
Bayes estimation, we need thepriori probabilitiesPr(B). the number of packets that are expected in the current round,

Since thea priori distribution is not available, in this paper,9\ven the number of packets that arrived in the paspunds,

we only deal with the MLE which does not require theriori Wherek is a small constant. We use = 2 in this paper,

distribution. and compute the predicted number of packets in raund,
a) Simplifying the MLE for our problemin Lemma 4 P(t +1) using the formula

in Section in the Appendix, we show that the Maximum plt+1) =7A(t) + a(@(t) — At — 1)).

Likelihood estimator forn(t), MLE[m(t)] can be simplified
to obtain the following expression. Thus the predicted number of packets is the estimated number

of packets in the last round plus times thegradient of the
m(t) = MLE[m(t)] = ns(t) + 2n.(t). number of packets in rountl While we make no claims of
This has several interesting implications. optimality of thi_s simple_p_redictor,_we provide two ju;tiiic
. tions for its choice: first, it is very simple and thus appiafe
1) We do not actually have to compute the expressions g} sengor networks, and second, it seemed to perform well in
Eq_uatlon(Z)._ Apa_rt from consuming t_|me, thgs_e COMPYyr simulations. The value of the parametewas also chosen
tat|0n§ require arithmetic V.VIFh binomial coefficients an%mpirically.
factorials _whlch may be difficult for sensor networks. 4) The fairess problemSince the unfairmess in demand
2) The heuristic used by RMAV (respectively Aboelaze efsqignment algorithms arises from allowing a node to bypass
al [3]) can be explained in terms of the MLE. Recallho contention phase, we let the host reject such requests
that their heuristics doubles the expected length of the, <ne probabilityf. Note thatf — 1 corresponds to
backoff period (respectively the number of minislots)he original demand assignment MAC algorithm, afid- 0
if n(t) > ne(t) and halves the backoff period (re-¢qresnonds to piggybacked reservations not allowed by the
spectively the number of minislots) ifc(t) > nc(t).  ggorithm. For0 < f < 1, we expect the fairess properties
Note that the actual number of minislots i&!) = {4 'improve and efficiency to degrade Aslecreases.
ne(t) + ns(t) + ne(t) and the estimated number of i gives us a natural generalization of many existing
nodes competing for minislots i8(t) = ns(t) +2n.(t).  \ac algorithms including RMAV [1], DQRUMA [2] and the

So the comparisomi(t) > n(t) is equivalent to the protocol proposed in [3], and allows us to study the fairness
one used by RMAV and Aboelaze et al. Note thaéfficiency tradeoff as a function of.

the comparisonn(t) > n(t) makes perfect intuitive
sense: if the estimated number of nodes is greater theén The RMAC Algorithm
the number of minislots offered, the latter should be oyr algorithm puts together the ideas outlined in the last
increased. few subsections. We investigated several other variants of
2) Optimal number of minislotsWe compute the numberthese ideas. For example, we tried using a smoothed estimate
of minislotsn(t) to be used in round when the number of of m:(t) over the last few rounds, but the performance was
competing nodesn(¢) is known by obtaining an expressioninferior to the non-smoothed estimate. We also used more
for the total delay of a packet in the first phase (ignoringomplicated prediction schemes but did not see any signtfica
the time the packet spent waiting for its turn in attempting gerformance improvement. The steps of the algorithm indoun
minislot reservation) and computing the number of minglot are summarized in Figure |. Note that this algorithm runs at
that optimize this expression. In this paper, we use the itam each host node, and is the “server” side of the protocol. The
n(t) = Cm(t), whereC'is a constant. We show in Section IV-“client” side, running at the sensor nodes, is extremelypém
B that the value ofC obtained by optimizing the part of theand consists of contending for the advertised minislots and
delay described above (s = 1. In other words, the number of reading the ACKs sent by the host to determine the slot it
minislots should be equal to the number of nodes that compsteuld transmit in.
for minislots in a round. We observe that our algorithm is expected to work best for
3) The prediction problemLet us note first that predicting low to medium arrival rates. Ik is close to one, polling-based
packet arrivals is of little use when packets are generayeal balgorithms are close to optimal. Also, fgr = 1, we expect
random process with an unknown mean. We have investigatad algorithm to win over DQRUMA and the algorithm in



RMAC(a, f)

1 for round = 1.2. . . expected delay in the contention subsystem d@nhdis the

2 don(t)=m(t—1)+a(m(t—1) —m(t — 2)) expected delay in the queuing subsystem.
3 Let the sensor nodes attempt to reserve minislots.
4 Recordne(t), ne(t), ns(t) A. Computation ofD,
5 m(t) = ns + 2nc . S
6 Send ACKs to all nodes that successfully reserved The presence of piggybacked requests makes the derivation
7 minislots, and those who send piggybacked of D. rather complicated. Therefore, we assume that such
8 reservation requests .
9  Accept packets sent in slots, and also piggybacked requests are never allpwed_, which Corr_eSanq to theﬁaSé_
10 reservation requests _ _ in our algorithm. While this assumption is invalid for high
11 Accept each piggybacked request with probabifity arrival rates, we expect our algorithm to work best for low
arrival rates, and in such cases our analysis yields reh§ona
TABLE | good results.
THE RMAC ALGORITHM D, is upper bounded by the produgtL]| E[R], whereE[R)

is of the expected number of rounds a packet has to try until it
reserves a minislot, anBl[L] is the expected length of a round.
) i Note thatR and L are not independent random variables as
[3] when A is small. Otherwise, nodes are rarely empty ange have implicitly assumed above. Our expression is an upper
our adaptive adjustment of the minislots does not have & grggnd since we have neglected the fact that packets may reach
impact on performance. In fact the aggressive increaseeof fiqir destinations before the end of a round.
n_umber_of minislots by the algorithm in [3] is appropriate fo steady-state, the expected number of packets coming in
high arrival rates. during roundr is E[m(r)] = m. This counts both packets
D. Advantages of RMAC attgmptmg to reserve m|n|§Iots for the first time and those
; trying after one or more failed attempts. Also, the expected

Our f;\lgo_rlt_hm has sevgral a@vantages. ~ number of minislots isE[n(r)] = CE[m(r)] = CT.

1) Simplicity: RMAC is a simple protocol, and requires Given 7 packets,Cm minislots, the probability that a
very little computational power other than a decerfacket succeeds in reserving a minislot 4§~ and the
random number source. expected number of successful reservations#&- using

2) Energy conservation: RMAC allows sensor and host| emma 3. So, the steady-state throughpumisl — —=),
nodes to sleep for extended periods. A sensor noggRq the expected number of rounds a packet requires to be
need only be awake during its reservation attempt, theccessful iE[r] = el/C.
acknowledgment ser_1t by the_ host and its sl_ot |_f it was The expected length of a round L] :20m+ Se]%m
successful in reserving a minislot. The begin times Qe there ard[n] — Cm minislots and_Z slots, one for

each phase is announced by the host. More importanily, ., gccessful reservation. Each slot is of lergtand the
the host can insert delays between phases and perhapg, o \iedgments for the reservation is assumed to take one
sleep if it so desires, without affecting the operation gf,inisiot per successful node. Thus
the protocol.
3) Fairness: RMAC allows the designer to tradeoff effi-

ciency for fairness using a very simple strategy. D, E[r]E[L]

1
IV. PERFORMANCEANALYSIS = /¢ <cm+(1+S) 1/Cm>
e

The main objective of this section is to compute the optimal
value of the constanC used to determine the number of
minislots. To simplify the analysis, we assume that the lburg
sizeB = 1. o

First, we assume that the system reaches a steady stat¥V/e can now compute the value 6f that optimizesD..
When packets are generated by Bernoulli processes, it4Yging elementary calculus, we find that the minimum value
straightforward to prove that this is true using the theofy @f D occurs atC’' = 1 and is given byD. =m (e + 5 +1).
Markov Chains [26]; the proof is omitted. Using Little’s The_orem [29], the maximum arrlval_ra)}e,[lax

For analysis purposes, we view our protocol as having tiBat éhe %O”teﬂt'?n. SLtJrl]asystgm ?an support satisfies =
distinct parts. The first part consists of theeuing subsystem number of pac ?S in The Subsys ?gﬂwe the expected num-
A packet enters this subsystem when it arrives at a noder of packets in this subsystemig. This yields A\y.x =
and waits until packets ahead of it have successfully reserv—¢+7, and the maximum arrival rate at any node is given by
minislots and have been transmitted. A packet leaves thisax/N = xr 7575y WhereN is the number of nodes that
subsystem at the end of a round in which the packet in frocén compete for minislots.
of it has has been transmitted to the host. It then enters theNote that the maximum throughput by a centralized optimal
contention subsysterAt steady-state, the expected total delaglgorithm (that knows the status of all nodes)1i&S, since
D of a packet is given byD = D. + D,, whereD, is the each packet takes timf to be transmitted. Our algorithm

= m(Cel/C+S+1).

. The optimal value of’




is distributed and must therefore “waste” some time in coor- 9300
dination tasks. Our expression far,., also shows that the
coordination overhead can be reduced by increasinge.,
having bigger slots. However, bigger slots are not feasible 9100
in real sensor networks, since they increase the lengths ofE 9poo
the energy-draining transmission and reception periods fo
sensors, and therefore drain the battery faster.

We also note that the presence of piggybacked reservationsg 8800

9200

8900

ected delay

allow the algorithm to improve its efficiency. 8700
V. SIMULATION RESULTS 8600
Due to space limitations, we present a subset of our ex- 8500
perimental results. We simulated several algorithms using 0 02 04 06 08 1
“homegrown” discrete-event simulator written in C. All #m alpha
units in this section are normalized to the duration of a min-
islot. While this produces small numbers (note the maximum Fig. 2. Variation of delay with for bursty traffic

arrival rate in our network later in this paragraph), we ®adi

that the duration of a minislot is determined by the sensor

network technology and connectivity and is a fundamental @) Low arrival rates: Figure 3 compares the performance

parameter of a network. of these algorithms for random traffic at low arrival rates. A
In our simulations, a network of 100 sensor nodes wefXpected, our algorithm performs much better than the one in

connected to a backbone node for 100,000 time units (i.B3]. since the latter has an aggressive strategy for intrgaise

minislot durations). We assumed that the duration of a slotumber of minislots, which increases delay. Both DQRUMA

S = 15 (although we have experimented with other values @d RMAC are fairly close to the ideal algorithm, because

S, we do not present the results here, since they are esspntimey use fewer minislots. We remind the reader that the Ideal
similar). The maximum arrival raté for f = 0 (according @algorithm is centralized and hence can resolve contentitin w

to our analytical results) satisfied < =L = 0.05342. no delay.

So the maximum per-node arrival rate for the simulations is

0.05342/100 = 0.0005342. We simulated bothB = 1 and 90

B > 1. The results presented here are for= 4, since the g0 | R ——
results are similar to those for highé&. ol DQIjQA\llJ?I,\/(I),g —

The experiments reported in this section are meant to answer

the following questions. F 60 o 1
[}

« How does the expected delay vary with the parameter 73 50 1

used by the prediction algorithm? € a0l ]

o For a good value ofn chosen above, how does our % -

algorithm compare to existing algorithms like DQRUMA

and the algorithm by Aboelaze et al, as well as to the

ideal algorithm? 10
« What is the efficiency-fairness tradeoff as the fairness 0

parameterf introduced in this paper is varied? 0.0001 0.0002 0.0003
Arrival rate per node

A. Effect ofa on expected delay

As mentioned, we do not expect the prediction algorithnll:
to significantly improve performance when random or bursty
random traffic are being used. This is indeed borne out by our b) High arrival rates: Figure 4 shows the performance
experiments. of all four algorithm for high arrival rates. In this case, RM

The prediction algorithm works much better with the ONand the algorithm in [3] do significantly better than DQRUMA,
OFF burst model. In Figure 2, we show the variation of thgince they are far more aggressive in increasing the nuniber o

ig. 3. Performance of our protocol for low arrival ratesnftam traffic)

expected delay withv. For this experiment, we used = minislots. We note that for heavy traffic, most nodes are péwa
0.0002, a = 0.25, and N = 100. transmitting packets and thus utilize piggybacked regutest

) ) ] avoid the contention phase. This implies that the perfooean
B. Comparison with other algorithms of RMAC and the algorithm in [3] are close to that of

In this section, we compare the performance of RMAC witthe Ideal algorithm in this scenario. Thus, RMAC combines
the Ideal (optimal centralized) algorithm, DQRUMA, and th¢he advantages of DQRUMA at low arrival rates and of the
algorithm in [3] for random traffic. algorithm in [3] at high arrival rates.



10000 ‘ — of DQRUMA and the algorithm in [3] as the parametgiis

RMAC —— - . L
9000 | IDEAL - P varied are similar and are not shown.
DQRUMA x-
8000 T AR02 = 1 16000
> 7000 | ]
© 6000 f 1 15000
k]
% 5000 r 1 14000
o 4000 | : Z
z ; o 13000
< 3000} ] 3
: °
x 12000
2000 | | %
1000 | ’// g 11000
(0]
0 5
0.0001 0.0002 0.0003 0.0004 0.0005 10000
Arrival rate per node 9000
8000 1 1 1 1
Fig. 4. Performance of our protocol for all arrival ratesnftam traffic) 0 0.2 0.4 0.6 0.8 1

fairness parameter f

C) Bursty arrivals: In Figure 5, we compare the perfor-Fig. 6. Degradation of the performance of RMAC with fairngssameter
mance of the same algorithms for random bursty arrivals. Diie
to the bursty nature of the traffic, we expect that the sensor
nodes will be non-empty more often and so the piggybacked

. . ; VI. CONCLUSIONS AND FUTURE WORK
reservations avoid the overhead of the contention subwsyste ) . . .
as noted in [2]. Thus all the algorithms work well in genergl N thiS paper we presented a simple, randomized algorithm
in this case. In addition, RMAC and the algorithm in [3] d or medium access control in heterogeneous sensor networks

significantly better than DQRUMA at very high arrival rates. efpreseg]ted s;:nula‘uon rtl-:‘sults to jhow tgat our alglg’lm'\;‘:‘
Since all algorithms with piggybacked reservations doehiettIoer orms better than several existing demand assignme

with bursty traffic, all the algorithms perform well with ON- algorithms. In addition, we examine several problems wwdl
OFF bursty traffic. We omit the graphs for those results. in the design of efficient demand assignment algorithms, and
propose solutions for each of those problems. While we make

no claims about the optimality of our solutions, we belidvatt

3000 ovAc our work highlights and motivates the problems concerned.

IDEAL e We are currently investigating the use of better prediction

2500 PQRUMA - E . . - .

AR'02 o algorithms for this problem. In addition, we are working on
> 2000 | ;] a generalization of RMAC for general wireless networks that
§ support QoS requirements.
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APPENDIX

COMBINATORIAL RESULTS USED IN PROOFS

by

e = (7,1 )

Proof: First reservey balls which will be distributed equally
amongy bins. Place the remaining — 2y balls intoy bins.
This can be done if*, ;") ways. O

Lemma 2: Supposen balls are thrown into bins. Letn,
be the number of bins with no balls, be the number of bins
with exactly one ball and.. be the number of bins with more
than one ball. Then the probability that = j,n. = k is
given by

Pr(ns = j,ne = k,ne =n —j — klm,n)
n

1 m—j—k—1
RN k-1

Proof: The j bins with exactly one and the bins with more
than one balls are chosen (g”k) ways. j of the balls can
be placed in the bins, one in each, in exactly 1 way. The
remainingm — j balls can be placed ik bins such that every
bin has at least two balls ifi(m — j, k) ways wherel’() was
defined in Lemma 1. To get the probability, we simply divide

by the number of possible ways of putting balls inn bins.

Pr(ns Jine =k,ne =n—j—klm,n)

1 n
= — T(m—j,k
([ )rm i
1 n m—j—k—1
= — by L 1
() ("7ET0 )y emme

O

Lemma 3:Supposen balls are thrown into: = C'm bins.
Let ns be the number of bins with exactly one ball. Then its
expected valueE[n,], is given byE[n,] ~ 1/e'/€.

Proof: The probability that any bin has exactly 1 ball is given
by p = 1(1 — 1/n)™'. Therefore the expected number of
bins that have exactly 1 ball B[ns] =np = (1—-1/n)™"1 =
(1—1/Cm)™ 1 ~1/e'/C. O

A SIMPLE EXPRESSION FOR THEMAXIMUM LIKELIHOOD
ESTIMATOR

Lemma 4:The Maximum Likelihood estimator of the num-
ber of nodesn(t) is given by

m(t) = MLE[m(t)] = ns(t) + 2n.(t).
Proof: DefineL(x) = Pr(n, = j,n. = k,n. = n—j—kjm

bins, z > 2y such that every bin has at least 2 balls is given — j — k|m = 2n. + ns + « + 1,n) wherex = 0,1,2,....



From Lemma 2,

1 n r+n.—1
L) = n2netns+o (ns,nc) ( ne — 1 )

1 n T+ Ne
L($ + 1) = n2netns+o+1 (n57nc) (nc _ 1)
L(x) x+n.—1 T+ ne
L(z+1) - n( ne—1 )/(nc—l)
n(x+1)

T+ ne

Sincen > 1, nz > x and by definitionn > n., sonz +
n=n@+1) > z+ne. Therefore,L(Lﬁ)l) > 1, and so
L(z) > L(x + 1). Since this is true for alk;, it follows that
L(0) > L(1) > L(2)..., so that the Maximum Likelihood

estimator corresponds to= 0. The lemma follows. U




