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In this note the concept of convexity and Jensen’s Inequality are reviewed. Jensen’s Inequality
plays a central role in the derivation of the Expectation Maximization algorithm [1] and the proof
of consistency of maximum likelihood estimators.

Definition Let f(x) be a real valued function defined on the interval I = [a, b]. f is said to be
convex if for every x1, x2 ∈ [a, b] and 0 ≥ λ ≥ 1,

f(λx1 + (1− λ)x2) ≥ λf(x1) + (1− λ)f(x2)

A function is said to be strictly convex if the equality is strict for x1 6= x2.

Definition f(x) is said to be concave (strictly concave) if −f(x) is convex (strictly convex).

Intuitively, the definition of convexity states that function falls below never above the straight
line between the points (x1, f(x1)) to (x2, f(x2)) (see Fig. 1).

Theorem 0.1 If f ′′(x) exists on [a, b] and f ′′(x) ≥ 0 on [a, b] then f(x) is convex on [a, b].

Theorem 0.2 (Jensen’s Inequality) Let f(x) be a convex function defined on an interval I. If
x1, x2, . . . , xN ∈ I and λ1, λ2, . . . , λN ≥ 0 with

∑N
i=1 λi,

f

( N∑
i=1

λixi

)
≤

N∑
i=1

λif(xi)

Alternatively, if f(x) is a convex function and X ∈ {xi : 1, . . . , N} is a random variable with
probabiliites P (xi) where

∑
P (xi) = 1, then,

f(E{X}) ≤ E{f(X)}

f

( N∑
i=1

xiP (xi)
)
≤

N∑
i=1

f(xi)P (xi)

Proof The proof is by induction. For the base case N = 1, the theorem is trivially true. When
N = 2,

f(x1)P (x1) + x2P (x2)) ≤ f(x1)P (x1) + f(x2)P (x2)
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Figure 1: Illustrative example of convexity.

This is true by the definition of convex functions.
Inductive hypothesis: Suppose that the theorem is true for N = k−1. Let P ′(xi) = P (xi)/(1−P (xk))
for i = 1, 2, . . . , k − 1,

k∑
i=1

f(xi)P (xi) = (1− P (xk))
k−1∑
i=1

f(xi)P ′(xi) + f(xk)P (xk)

≥ (1− P (xk))f
(k−1∑

i=1

xiP
′(xi)

)
+ f(xk)P (xk) (By inductive hypothesis)

≥ f

(
(1− P (xk))

k−1∑
i=1

xiP
′(xi) + xkP (xk)

)
(By base case N = 2)

= f

(k−1∑
i=1

xiP (xi) + xkP (xk)
)

= f

( k∑
i=1

xiP (xi)
)

Hence, the theorem is true by induction.

Example Since ln(x) is concave, by Jensen’s inequality the following holds,

ln
( N∑

i=1

xiP (xi)
)
≥

N∑
i=1

ln(xi)P (xi)

This result is used in the derivation of the EM algorithm [1].
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