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Abstract. In an earlier paper, Banihashemi et al. proposed a general framework for agent abstraction based on the situation calculus. They used basic action theories (BATs) to represent agents’ behavior, and mappings to specify how high-level BATs relate to low-level ones. They then defined the concepts of sound/complete abstractions of BATs based on the notion of bisimulation between high-level and low-level models. However, they didn’t address the issue of the construction of an abstraction from a low-level action theory when given a mapping. It turns out that their concept of abstraction is closely related to the well-explored notion of forgetting. In this paper, we explore agent abstraction via forgetting. Firstly, we show that a correct (i.e., sound and complete) abstraction can be obtained via forgetting low-level symbols from the low-level action theory together with axioms for bisimulation. Secondly, we show how to compute via forgetting a correct abstraction in the form of a generalized BAT (i.e., where the initial database, action preconditions and successor state descriptions can be second-order formulas) under a suitable Markovian restriction. Finally, we show that in the propositional case, under the suitable Markovian restriction, correct abstractions are always computable.

1 Introduction

Abstraction plays an important role in problem solving. Abstraction is used as a heuristic to guide the searching process in AI planning [11, 10], as a technique to deal with computational complexity in program verification [7, 18] and model checking [4, 3], and as a method to form a general solution in generalized planning [21, 2].

Recently, Banihashemi et al. [1] proposed a general agent abstraction framework based on the situation calculus [16, 19] and the ConGolog agent programming language [5]. In this framework, they assumed that there is a high-level basic action theory (BAT), a low-level BAT, and a refinement mapping. The two theories represent an agent’s behavior at different levels of detail. The refinement mapping relates the two theories by associating high-level symbols to more detailed low-level representations, such that low-level programs are abstracted as actions and low-level properties (represented by formulas) are abstracted as fluents. Moreover, based on the concept of bisimulation [17] between high-level and low-level models, they defined concepts of sound/complete abstractions of low-level BATs under given refinement mappings.

Agent abstraction provides a framework in which one can formalize a good high-level account of an agent’s possible low-level behavior. At the high level, one can suppress details and build complex concepts from the low level. This can be used to plan more efficiently, to explain the agent’s behavior in high-level terms, etc. However, it is not obvious how to verify that there is a sound and/or complete abstraction for a low-level BAT given a refinement mapping, and how to construct one. To illustrate this, consider mobile robots where high-level primitive actions contain loops and branches that build on low-level motor commands. If a designer provides a candidate mapping indicating the relation between the high-level actions and their low-level representations, then one would want to know whether this yields a correct (i.e., sound and complete) abstraction.

In this paper, we fill the gap by relating agent abstraction to the notion of forgetting in first-order/second-order logics [14]. Similar to abstraction that removes unimportant details, forgetting a symbol aims at omitting the information of the symbol while retaining all the facts that are irrelevant to the symbol. Lin and Reiter [14] proposed forgetting to update the database in response to a performed action. Later, many definitions of forgetting operators were introduced in other logics, e.g., modal logics and [24] logic programming [23, 9]. Forgetting has been studied extensively and techniques have been developed to express and compute it [6].

We first investigate necessary and sufficient conditions under which there exists a correct abstraction, given a low-level BAT and a refinement mapping. These conditions are needed because we focus on situation calculus models and Markovian theories. At the model level, we identify a condition for the existence of a correct high-level model. Roughly, the restriction says that when abstracting a (possibly non-deterministic) low-level program to a high-level action, the different executions of the program should be indistinguishable in the high-level language, since atomic actions in the situation calculus are assumed to be deterministic. At the theory level, to guarantee that high-level models are uniformly characterized in the same BAT which has the Markov property (i.e., the executability conditions and the effects of actions are fully determined by the present state of the system) [8], we identify a suitable Markovian restriction at the low-level. The restriction says that, at the low-level, for the programs that represent high-level actions, the executability conditions and effects/postconditions should only be determined by the abstract states formed by the low-level formulas that represent high-level fluents.

We then show how to construct an abstraction via forgetting. Firstly, we show that a correct abstraction can be obtained via forgetting low-level symbols from the low-level BAT together with axioms for bisimulation [17]. Secondly, we show how to use forgetting to compute a correct abstraction in the form of a generalized BAT (i.e., where the initial database and the action preconditions and successor state axioms can be second-order formulas) under the Markovian

\(^1\) Dept. of Computer Science, Sun Yat-sen University, Guangzhou, China, email: luok13@mail2.sysu.edu.cn & ymliu@mail.sysu.edu.cn & linzlang@mail2.sysu.edu.cn, *Corresponding author
\(^2\) Dept. of Electrical Engineering and Computer Science, York University, Toronto, ON, Canada, email: lesperan@cse.yorku.ca
In the blocks world, action axioms and SSAs are as follows:

The situation calculus $\mathcal{L}$ is a first-order (FO) language with limited second-order features for representing dynamically changing worlds [16, 19]. In a situation calculus language, there are three disjoint sorts: action for actions, situation for situations and object for everything else. There are some special symbols: situation constant $S_0$ denotes the initial situation; binary function $do(a,s)$ denotes the situation resulting from performing action $a$ in situation $s$; relation $Poss(a,s)$ states that it is possible to perform action $a$ in situation $s$. Dynamic properties are captured by predicates called fluents whose truth values vary from situation to situation (we omit functional fluents here). A situation-suppressed formula is one where all the situation arguments of fluents are dropped and thus no situation is mentioned. If $\varphi$ is a situation-suppressed formula, then we use $\varphi[s]$ to denote the formula obtained from $\varphi$ by restoring $s$ as the situation arguments to all fluents. Often, we consider a uniform formula which refers to a particular situation $\tau$.

Within the language, a particular domain can be specified by a basic action theory (BAT) of the form:

$$D = \Sigma \cup D_{ap} \cup D_s \cup D_{una} \cup D_{S0},$$

where

- $\Sigma$ is the set of the foundational axioms for situations;
- $D_{ap}$ is the set of unique name axioms for actions;
- $D_s$ is a set of pre-condition axioms of the form $Poss(A(\vec{x}), s) \equiv \Pi_A(\vec{x}, s)$, where $\Pi_A(\vec{x}, s)$ is a FO uniform formula, stating when action $A(\vec{x})$ can be legally performed;
- $D_{una}$ is a set of successor state axioms (SSAs) of the form $F(\vec{x}, do(a, s)) \equiv \Phi_F(\vec{x}, a, s)$, where $\Phi_F(\vec{x}, a, s)$ is a FO uniform formula, describing how fluents are changed by actions;
- $D_{S0}$ is a set of FO sentences as the initial database, where the only terminal situation that appears is $S_0$.

We use the blocks world as our running example. The blocks world consists of a finite number of blocks stacked into towers on a table [20]. A blocks world problem is to turn an initial state of the blocks into a goal state, by moving one block at a time from the top of a tower or from the table onto another tower or to the table. We formalize the blocks world as a BAT, where pre-condition axioms and SSAs are as follows:

**Example 1** In the blocks world, action $stack(x, y)$ means moving block $x$ onto block $y$; action $movetotable(x, y)$ means moving block $x$ to the table. Fluent $clear(x, y)$ means that block $x$ has no other blocks on top of it, in situation $s$; fluent $on(x, y, s)$ means that block $x$ is on block $y$, in situation $s$; fluent $ontable(x, s)$ means that block $x$ is on the table, in situation $s$.

$Poss(movetotable(x, s)) \equiv \neg on(x, y, s) \land clear(x, s)$;
$Poss(stack(x, y, s)) \equiv x \neq y \land clear(x, y) \land clear(y, s)$;
$clear(x, do(a, s)) \equiv \exists y.a = stack(y, x)$;
$\forall a = movetotable(y) \lor clear(x, s) \land \forall y.a \neq stack(x, y)$;
$ontable(x, do(a, s)) \equiv \{ a = movetotable(x) \lor ontable(x, s) \land \forall y.a \neq stack(x, y) \}$;
$on(x, y, do(a, s)) \equiv \{ a = stack(x, y) \lor on(x, y, s) \land a \neq movetotable(x) \land \forall z.a = stack(x, z) \land z = y \}$.

### 2.2 High-level Programming Language Golog

To represent and reason about complex actions, Levesque et al. [12] introduced a high-level programming language called Golog. The syntax of Golog is as follows:

$$\delta ::= a \mid \varphi ? \mid \delta_1 \mid \delta_2 \mid \pi x.\delta \mid \delta^*,$$

where $a$ is an action term, possibly with parameters; formula $\varphi$ is a situation-suppressed formula and $\varphi ?$ tests whether $\varphi$ holds; program $\delta_1 \mid \delta_2$ represents the sequential execution of $\delta_1$ and $\delta_2$; program $\delta_1 \mid \delta_2$ denotes the non-deterministic choice between $\delta_1$ and $\delta_2$; program $\pi x.\delta$ denotes the non-deterministic choice of a value for parameter $x$ in $\delta$; program $\delta^*$ means executing program $\delta$ zero or more times.

The semantics of Golog is specified by $Do(\delta, s, s')$, which macro-expands into a situation calculus formula, saying that it is possible to reach situation $s'$ from situation $s$ by executing a sequence of actions specified by program $\delta$.

### 2.3 Regression and Progression via Forgetting

Regression and projection are two important mechanisms for reasoning about actions and their effects. Regression was proposed by Reiter [19] to reduce the evaluation of a sentence to a FO theorem-proving task in the initial database.

Here we present one-step regression for regressable formulas. The essence of a regressable formula is that each of its situation terms is rooted at a certain situation $s$, and therefore, one can tell, by inspection of such a term, exactly how many actions it involves [19].

**Definition 1** We use $R_D[\varphi]$ to denote the formula obtained from regressable formula $\varphi$ by replacing each fluent atom $F(\vec{x}, do(a, \sigma))$ with $\Phi_F(\vec{x}, a, \sigma)$ and each pre-condition atom $Poss(A(\vec{x}, \sigma))$ with $\Pi_A(\vec{x}, \sigma)$, and further simplifying the result with $D_{una}$.

**Proposition 1** $D \models \varphi \iff R_D[\varphi]$.

Instead, progression means updating an agent’s knowledge base after an action has been performed. Lin and Reiter [15] formalized the notion of progression. Let $\alpha$ be a ground action, and let $S_\alpha$ denote the situation term $do(a, S_\alpha)$.

**Definition 2** Let $M$ and $M'$ be two structures (for the situation calculus language) with the same domains for sorts action and object. We say that $M$ and $M'$ are isomorphic at $S_\alpha$, written $M' \sim S_\alpha M$ iff the following two conditions hold:

1. $M'$ and $M$ interpret all situation-independent predicate and function symbols identically;
2. $M'$ and $M$ agree on all fluents at $S_\alpha$: for every fluent $F$, and every variable assignment $\sigma$,

$$M', \sigma \models F(\vec{x}, do(\alpha, S_\alpha)) \iff M, \sigma \models F(\vec{x}, do(\alpha, S_\alpha)).$$

Let $L_{S_\alpha}$ be the subset of $\mathcal{L}$ that mentions no other situation terms except $S_\alpha$. Let $L_{S_\alpha}^{2}$ be the second-order extension of $L_{S_\alpha}$.

**Definition 3** A set of sentences $D_{S_\alpha}$ in $L_{S_\alpha}^{2}$ is a progression of the initial database $D_{S_0}$ to $S_\alpha$ (with respect to $D$) iff for any structure $M$, $M$ is a model of $D_{S_\alpha}$ iff there is a model $M'$ of $D$ such that $M \sim S_\alpha M'$.

Progression can be viewed as a result of forgetting. The agent needs to forget about all the facts that are no longer true, and in such a way that this will not affect any of her reasoning about possible future actions [14]. This relies on the following semantic definition of forgetting. Note that forgetting about a predicate is a second-order notion. All theories and formulas are assumed to be in the second-order language.
Definition 4 Let μ be a ground atom or a predicate. Let $M_1$ and $M_2$ be two structures (for the second-order language). We say $M_1$, $M_2$ are the same except for μ, written $M_1 \sim_μ M_2$, if $M_1$ and $M_2$ agree on everything except the interpretation of μ.

Definition 5 Let $T$ be a theory and μ be a ground atom or a predicate. A theory $T'$ is a result of forgetting about μ in $T$, denoted by forget($T; μ$), if for any structure $M$, $M \models T'$ iff there is a model $M'$ of $T$ such that $M \sim_μ M'$.

Forgetting a symbol results in a weaker theory which entails the same set of sentences that are irrelevant to the symbol.

Proposition 2 Let $T$ be a theory and μ be a ground atom or a predicate. For any formula φ that does not mention μ, $T' \models \overline{φ}$ iff forget($T; μ$) $\models φ$.

Example 2 A result of forgetting about atom ontable($B$) from theory $T = \{∀x. ontable(x)\}$ is $\{∀x. x \neq B \supset ontable(x)\}$. If we forget about predicate ontable from $T$, then a result is $\{∃∀x.R(x)\}$.

Lin and Reiter [15] showed that progression is not always first-order definable but is always second-order definable. Here we present a variant of the progression theorem.

Theorem 1 A progression of a formula φ wrt action α and situation σ related to theory $D$, denoted as $P_D(φ[σ]|α)$, is the following:

$$\exists R.\{φ[σ] \land \bigwedge (D_{α,α} \cup D_{σ,σ}[α, σ] \uparrow σ)\},$$

where $φ \uparrow σ$ means replacing every fluent of the form $F(\vec{x}, σ)$ in $φ$ by a new predicate variable $R(\vec{x})$, and $D_{σ,σ}[α, σ]$ is the instantiation of $D_{σ,σ}$ on $α$ and $σ$.

The above progression result can be viewed as a result of forgetting all the predicates mentioning situation σ, from formula $φ[σ]$ together with the instantiated SSAs.

2.4 Agent Abstraction Framework

In the agent abstraction framework, Banerjesh et al. [1] assumed that there is a high-level action theory $D_l$, a low-level action theory $D_l$ and a refinement mapping, where $D_l$ (resp.$D_l$) contains a finite set of situation action functions $A_h$ (resp.$A_l$) and a finite set of fluent predicates $F_h$ (resp.$F_l$).

In this paper, instead of ConGolog [5], we only consider Golog programs as refinements of high-level actions.

Definition 6 A refinement mapping $m$ is a function that

* maps each situation-suppressed high-level fluent $F$ in $F_h$ to a situation-suppressed formula $φ_F$ defined over $F_l$;

* associates each high-level action function $A$ in $A_h$ to a Golog program $δ_A$ defined over $A_l$ and $F_l$.

Example 3 Given the blocks world formalized as in Example 1 as the low-level theory, at the high-level, we focus on a property that all blocks are on the table, and a program that moves any number of blocks onto the table. We use high-level fluent allontable to denote the property and high-level action moveany to denote the program. Then, a refinement mapping $m$ is given as follows:

$$m(\text{allontable}) = \forall x.\text{ontable}(x),$$

$$m(\text{moveany}) = [(\forall x)\text{movetable}(x)]^∗.$$
Definition 10 Let \( \varphi(R, \bar{x}) \) be as in Def. 9. Let \( M \) be a structure providing an interpretation of the free variables of \( \varphi \) except for \( \bar{x} \). Then for any tuple \( \bar{t} \) of terms, \( M \models [H^R_{P, R}\varphi]\bar{t} \) if \( \bar{t}^R \) belongs to the least fixed point formed by relational operation \( F^R \) which transforms relation \( R \) to new relation \( \{ \bar{e} : (M, R) \models \varphi[\bar{e}] \} \).

According to the Knaster and Tarski Theorem [22], the least fixed point can be approximated by constructing an inductive fixed point as follows: \( R^0 := \emptyset \) and \( R^{n+1} := F^R(R^n) \), which iteratively generates \( R^n \) until the least ordinal \( \alpha \) such that \( R^{\alpha+1} = R^\alpha \).

3 Characterizing Abstractions via Forgetting

In this section, we present a necessary and sufficient condition for using forgetting to characterize the semantics of a correct (i.e., sound and complete) abstraction, and we show how to obtain correct abstractions via forgetting.

3.1 Non-Deterministic Uniform Restriction

Not every refinement mapping is suitable for constructing a correct abstraction, since actions in the situation calculus are assumed to be deterministic while Golog programs may be non-deterministic. This may cause inconsistency when trying to abstract to a program in an action. We illustrate this with an example.

Example 3 cont’d Suppose the blocks world \( \mathcal{D}_1 \) has the following initial database: there are two blocks named \( B_1 \) and \( B_2 \), where \( B_1 \) is on the table and \( B_2 \) is not on the table. That is,

\[ \mathcal{D}_{B_0} = \{ \forall x, y, z. x = B_1 \land y = B_1 \equiv \text{on}(x, y, S_0), B_1 \neq B_2, \forall x. x = B_1 \equiv \text{ontable}(x, S_0), \forall x. x = B_2 \equiv \text{clear}(x, S_0) \} \]

We show that there is no correct abstraction for \( \mathcal{D}_1 \), as there is no non-bisimilar high-level model for a certain low-level model. Consider a low-level model \( M_1 \) with domain \( \{ B_1, B_2 \} \). To construct \( M_2 \), in the initial situation \( S_0 \), we know that fluent \( \text{ontable} \) is false since block \( B_2 \) is not on the table. However, in the next situation after performing action \( \text{move} \), the valuation on \( \text{ontable} \) yields a contradiction. That is, the valuation depends on executing the refinement of action \( \text{move} \) at the low-level, which involves non-deterministic iteration of program \( (\pi(x) \text{move}(x, y), S_0) \): if the number of iterations is zero, then \( \text{ontable} \) is still false; otherwise \( \text{ontable} \) is true.

In the following, closely related to Corollary 5 in [1], we identify a necessary and sufficient condition called non-deterministic uniformity (NDU) for a mapping given a low-level action theory. Intuitively, it requires that different refinements of any high-level action sequence are indistinguishable in the high-level language:

Definition 11 Given a refinement mapping \( m \) and a low-level action theory \( \mathcal{D}_1 \), we say \( m \) is NDU, if for any ground high-level action sequence \( \overline{\alpha} \), action \( A_{\overline{\alpha}} \) in \( \mathcal{A}_\alpha \), fluent \( F \) in \( \mathcal{F}_\beta \) and variable assignment \( v \),

\[ \mathcal{D}_1, v \models \forall s_1, s_2. Do(m(\overline{\alpha}, S_0, s_1)) \land Do(m(\overline{\alpha}, S_0, s_2)) \supset \{ \exists s'_1. Do(m(A)(\overline{\alpha}), s_1, s'_1) \equiv \exists s'_2. Do(m(A)(\overline{\alpha}), s_2, s'_2) \}; \]  

\[ \mathcal{D}_1, v \models \forall s_1, s_2. Do(m(\overline{\alpha}, S_0, s_1)) \land Do(m(\overline{\alpha}, S_0, s_2)) \supset \{ m(F)(\overline{y}, s_1) \equiv m(F)(\overline{y}, s_2) \} \]

where \( m(\overline{\alpha}) \) results from refining any high-level action \( A \) in \( \overline{\alpha} \) to the low-level program \( m(A) \).

Proposition 3 For the existence of sound and complete abstractions, NDU for refinement mappings is necessary.

Proof: It is proved by contradiction. If a mapping is not NDU and suppose that it violates condition (1) in Def. 11, then there exist two low-level situations \( s_1, s_2 \) that are two different refinements of the same high-level situation \( s_n \), and that make \( \exists s'_1. Do(m(A)(\overline{\alpha}), s_1, s'_1) \not\equiv \exists s'_2. Do(m(A)(\overline{\alpha}), s_2, s'_2) \). With n-bisimulation, we have that \( \text{Poss}(A, s_1) \neq \text{Poss}(A, s_2) \), which comes to a contradiction. The case where (2) is violated can be handled similarly.

Example 3 cont’d We revise \( m \) by adding a test action at the ending of the non-deterministic iteration to make it be NDU:

\[ m(\text{moveany}) = [(\pi(x) \text{move}(x, y), S_0)]^* \forall x. \text{ontable}(x), \]

since iterating only zero times in the previous case will be eliminated.

3.2 Abstraction via Forgetting under NDU

We show how to characterize the semantics of correct abstractions via forgetting under the NDU restriction.

To apply forgetting in dynamic theories, we introduce two notions: forgetting a fluent and forgetting an action function. Since fluents are special predicates, we reduce forgetting a fluent to the case of forgetting a predicate. The intuition of forgetting a fluent is to forget the interpretation of the fluent in all situations. Forgetting an action function means forgetting the denotation of the action function. In fact, at the model level, forgetting an action function does not eliminate any action, but just changes the denotation of actions. Compared to predicates, we introduce forgetting a function by modifying Def. 4 and Def. 5 to allow \( \mu \) to be an action function.

Example 4 A result of forgetting the action function \( \text{move} \) from the theory \( \{ \exists x \forall y. \text{ontable}(x, \text{do}(\text{move}(x, y), S_0)) \} \) is the theory \( \{ \exists f. \exists x \forall y. \text{ontable}(x, \text{do}(f(x, y), S_0)) \} \).

To characterize sound abstraction and complete abstraction, we divide forgetting into sound forgetting and complete forgetting.

Definition 12 Let \( T \) be a theory and \( \mu \) be a relation or a function. A theory \( T' \) is a result of sound forgetting about \( \mu \) in \( T \), written \( T' \in \text{sf}(T; \mu) \), if for any structure \( M \), if there is a model \( M' \) of \( T \) s.t. \( M' \models _\mu M \), then \( M \models T' \).

Definition 13 Let \( T \) be a theory and \( \mu \) be a relation or a function. A theory \( T' \) is a result of complete forgetting about \( \mu \) in \( T \), written \( T' \in \text{cf}(T; \mu) \), if for any structure \( M \), if \( M \models T' \), then there is a model \( M' \) of \( T \) s.t. \( M' \models _\mu M \).

Sound forgetting is weaker than forgetting, which means that its results may contain spurious models compared with that of forgetting. Conversely, complete forgetting is stronger, meaning that its results contain fewer models. The relation among forgetting, sound forgetting and complete forgetting can be summarized as follows:

Proposition 4 Let \( \text{Mod}(T') \) be the set of models of theory \( T', \) and \( T'' \in \text{cf}(T; \mu) \) and \( T'' \in \text{cf}(T; \mu) \). Then

\[ \text{Mod}(T') \supset \text{Mod} \text{forget}_{(T; \mu)} \supset \text{Mod}(T'') \]

Since orders of forgotten symbols do not affect results of forgetting, if \( P \) is a set of symbols, we use \( \text{forget}_{(T; P)} \) to denote forgetting all the symbols \( \mu (\mu \in P) \) from theory \( T \). Similar notations are \( \text{cf}(T; P) \) and \( \text{sf}(T; P) \).
Next, we introduce mapping axioms to indicate relations between low-level symbols and high-level ones. A set of mapping axioms can be viewed as an axiomatization of the m-bisimulation relation specified by a refinement mapping.

We first introduce a new predicate $\mathcal{B}$ over situation pairs. Then mapping axioms specify $\mathcal{B}$ as follows:

**Definition 14** Given a refinement mapping $m$, mapping axioms $\mathcal{P}_m$ consist of
- $\mathcal{B}(S_0, S_0)$;
- for any high-level fluent $F \in \mathcal{F}_h$, $\mathcal{B}(s_1, s_2) \supseteq F(\bar{x}, s_1) \equiv m(F)(\bar{x}, s_2)$;
- for any high-level action $A \in \mathcal{A}_h$, $\mathcal{B}(s_1, s_2) \land Do(A(\bar{x}), s_1, s'_1) \supseteq \exists s'_2. Do(m(A)(\bar{x}), s_2, s'_2) \land \mathcal{B}(s'_1, s'_2)$;
- $\mathcal{B}(s_1, s_2) \land Do(m(A))(\bar{x}), s_2, s'_2) \supseteq \exists s'_1. Do(A(\bar{x}), s_1, s'_1) \land \mathcal{B}(s'_1, s'_2)$.

With all the above, we show that sound abstractions can be obtained via sound forgetting all low-level symbols from the low-level action theory together with the mapping axioms for m-bisimulation. Let $\mathcal{P}_m^{\text{una}}$ be the unique name axioms for both high-level actions and low-level actions, indicating that high-level and low-level actions all stand for different actions. Formally speaking,

**Theorem 2** Given a low-level theory $\mathcal{D}_l$ and an NDU refinement mapping $m$, if
\[ T \in s \text{forget}(\mathcal{D}_l \cup \mathcal{P}_m^{\text{una}} \cup \mathcal{D}_m; \mathcal{A}_l \cup \mathcal{F}_l \cup \{ \mathcal{B} \}) \]
then $T$ is a sound abstraction of $\mathcal{D}_l$.

**Proof:** (Sketch) According to sound abstraction, we prove that for any model $M_1$ of $\mathcal{D}_l$ there is a model $M_2$ of $T$ s.t. $M_2 \sim_m M_1$. We first construct a structure $M_2$ from $M_1$ by extending $M_1$ to $M'_1$ s.t. $M'_1 \models \mathcal{D}_l \cup \mathcal{P}_m^{\text{una}} \cup \mathcal{D}_m$ and then letting $M_2 \sim_{A_l \cup \mathcal{F}_l \cup \{ \mathcal{B} \}} M'_1$. According to Def. 12 (sound forgetting), it follows that $M_2 \models T$. We then show $M_2 \sim_m M_1$ as follows: $M'_1 \sim_m M_1$ is trivial since $M'_1 \models \mathcal{D}_l \cup \mathcal{D}_m$; because $M'_1$ and $M_2$ agree on all the valuations of high-level elements, it follows that $M_2 \sim_m M_1$.

Similarly, complete abstractions can be obtained via complete forgetting as follows.

**Theorem 3** Given a low-level theory $\mathcal{D}_l$ and an NDU refinement mapping $m$, if
\[ T \in c \text{forget}(\mathcal{D}_l \cup \mathcal{P}_m^{\text{una}} \cup \mathcal{D}_m; \mathcal{A}_l \cup \mathcal{F}_l \cup \{ \mathcal{B} \}) \]
then $T$ is a complete abstraction of $\mathcal{D}_l$.

**Proof:** The proof is similar to the proof of Theorem 2.

According to Theorem 2, Theorem 3 and Prop. 4, we have:

**Corollary 1** Given a low-level theory $\mathcal{D}_l$ and an NDU refinement mapping $m$, we have that
\[ \text{forget}(\mathcal{D}_l \cup \mathcal{P}_m^{\text{una}} \cup \mathcal{D}_m; \mathcal{A}_l \cup \mathcal{F}_l \cup \{ \mathcal{B} \}) \]
is a sound and complete abstraction of $\mathcal{D}_l$.

It follows that NDU is sufficient for the existence of a sound and complete abstraction for a mapping. Note that our theorems characterize the semantics of abstractions independently of their form, which is that of complex second-order theories, and which may not be representable as any kind of BAT. In the next section, we identify a further condition on refinement mappings that ensure the latter.

## 4 Computing GBAT Abstractions via Forgetting

In this section, we investigate restrictions that are necessary and sufficient for obtaining correct abstractions in the form of generalized BATs (GBATs). Moreover, we show how to compute GBAT abstractions under such a restriction, by extending regression and progression. Finally, we show that in the propositional case, GBAT abstractions are always computable under the restriction, and show how to decide whether a candidate mapping satisfies the restriction.

### 4.1 Markovian Refinement Mappings

BATs have the Markov property, which means that the executability conditions and the effects of actions are fully determined by the current state of the system [8]. To ensure that the abstraction we obtain is Markovian, in the following, we define the Markovian restriction for a refinement mapping given a low-level BAT.

First, we say that two situations are in the same state if they evaluate all the fluents the same. Formally speaking,

**Definition 15** In a situation calculus language $\mathcal{L}$, we say that two situation terms $s_1$ and $s_2$ are in the same state abstract state, denoted as $s_1 \equiv^{m(\mathcal{L})}_{s_2}$, if for any fluent $F$ in $\mathcal{L}$ and any variable assignment $v$, $M_1, v \models F(\bar{x}, s_1)$ iff $M_2, v \models F(\bar{x}, s_2)$.

With a refinement mapping $m$, one can say that two low-level situation terms $s_1$ and $s_2$ are in the same abstract state, denoted as $s_1 \equiv_{s_2}$, if they evaluate the refinement of any high-level fluent $F$, i.e., low-level formula $m(F)$ the same.

Based on this concept, we say that a formula is Markovian if its truth value only depends on the current state of the system, but not on situations which store history information. Formally,

**Definition 16** In a situation calculus language $\mathcal{L}$, we say that a situation calculus formula $\varphi(s)$ whose only free variable is $s$, is Markovian iff given any structures $M_1, M_2$ and situation terms $s_1, s_2$, if $s_1 \equiv^{m(\mathcal{L})}_{s_2}$, then $M_1 \models \varphi(s_1)$ iff $M_2 \models \varphi(s_2)$.

Note that Markovian formulas can be second-order. Based on the notion of Markovian formulas, we extend BATs to generalized BATs.

**Definition 17** A generalized BAT (GBAT) has the same form as a BAT except that formulas in $\mathcal{D}_{GBAT}$ and the right-hand side of formulas in precondition axioms and SSAs, are Markovian formulas.

We first illustrate that given a refinement mapping for a low-level theory, correct abstractions may go beyond the form of GBATs.

**Example 5** Consider the blocks world with the initial database: $\mathcal{D}_{GBAT} = \{ \text{ontable}(B_1, S_0), \text{ontable}(B_2, S_0) \lor \text{on}(B_2, B_1, S_0) \}$. We provide a refinement mapping $m$: high-level fluent $\text{hontable}$ denotes the property that there exists one block on the table; high-level action $\text{hmovetable}$ means the same as low-level action $\text{movetable}$. That is
\[
m(\text{hontable}) = \exists x. \text{ontable}(x),
\]
\[
m(\text{hmovetable}) = \text{movetable}(x).
\]

We show that the precondition axiom for high-level action $\text{hmovetable}$ cannot be any Markovian formula. Consider two low-level models.
$M_1, M_2$ with object domain $\{B_1, B_2\}$. In the initial situation, we only know that $B_1$ is on the table. As for block $B_2$, it is on $B_1$ in $M_1$, while it is on the table in $M_2$. To construct a sound abstraction, there must be $M_3, M_4$ such that $M_3 \sim_m M_1$ and $M_4 \sim_n M_2$. It follows that both $M_3 \models \text{hontable}(S_0)$ and $M_4 \models \text{hontable}(S_0)$, which means $S_0^M$ and $S_0^M$ are in the same state. But $M_3 \not\models \text{Poss(hntb}(B_2), S_0)$ and $M_4 \not\models \text{Poss(hntb}(B_2), S_0)$, which violates the Markov property.

In the following, we introduce the notion of Markovian refinement mappings. We first define the $m$-reachable situations of a low-level action theory given a refinement mapping $m$. Here $m$-reachable situations are situations needed to form an $m$-bisimilar relation, i.e., situations that need to be abstracted. They can be formalized by using notations in [1]: given a refinement mapping $m$, let $\pi_m$ be a low-level program that characterizes doing any high-level action at the low-level, i.e.,

$$\pi_m \triangleq [\pi \varepsilon_1 \cdot m(A_1))(\varepsilon_1) \mid \ldots \mid \pi \varepsilon_n \cdot m(A_n))(\varepsilon_n)]$$

for $A_1 \in A_0$; then $\pi_m$ represents doing any high-level action sequence at the low-level; so the set of $m$-reachable situations, written $m$-reachable$(s)$, can be expressed as: $m$-reachable$(s) \triangleq \text{Do}(\pi_m^\omega, S_0, s)$.

We then introduce the Markovian restriction on mappings at the low level. Intuitively, it requires that for any two $m$-reachable situations, they are in the same abstract (high-level) state, then for any high-level action $A$, the executability condition and action effects are indistinguishable in these two situations. It follows that the executability conditions and action effects are describable using Markovian formulas over the high-level propositions.

**Definition 18** Given a low-level action theory $D_0$ and a refinement mapping $m$, we say that $m$ is Markovian wrt $D_0$, if for any models $M_1, M_2$ of $D_0$, and for any ground situation terms $\sigma_1, \sigma_2$ such that $M_1 \models m$-reachable$(\sigma_1)$ and $M_2 \models m$-reachable$(\sigma_2)$ and $\sigma_1, \sigma_2$ are in the same abstract state, then for any high-level action $A$, any high-level fluent $F$ and any variable assignment $v$, we have

- $M_1, v \models \exists s \cdot \text{Do}(m(A))(\bar{x}, \sigma_1, s)$ iff $M_2, v \models \exists s \cdot \text{Do}(m(A))(\bar{x}, \sigma_2, s)$,
- $M_1, v \models \exists s \cdot \text{Do}(m(A))(\bar{x}, \sigma_1, s) \land m(F)(\bar{y}, s)$ iff $M_2, v \models \exists s \cdot \text{Do}(m(A))(\bar{x}, \sigma_2, s) \land m(F)(\bar{y}, s)$.

**Proposition 5** Given a low-level action theory $D_0$ and a refinement mapping $m$, if there exists a sound and complete abstraction $D_0$ of the form $\text{GBAT}$, then $m$ is Markovian.

**Proof:** It is proved by contradiction. Assume that the mapping is not Markovian and suppose it violates Item 1 in Def. 18. We know that there are two $m$-reachable situations $s_1$ and $s_2$ that are in the same high-level state but have different executability wrt $m(A)(\bar{t})$. It follows that there are two $m$-isomorphic high-level situations $s_1^m$ and $s_2^m$ that are in the same state. But the evaluation on the executability of $A(\bar{t})$ in $s_1^m$ and $s_2^m$ yields a contradiction: since two situations are in the same state, it follows that $\text{Poss}(A(\bar{t}), s_1^m) \equiv \text{Poss}(A(\bar{t}), s_2^m)$; according to the definition of $m$-bisimulation, we have that $\text{Poss}(A(\bar{t}), s_1^m) \not\equiv \text{Poss}(A(\bar{t}), s_2^m)$. The case where Item 2 is violated can be handled similarly.

Since the Markovian restriction is necessary for a sound and complete abstraction, theoretically, it is implied by the results for verifying sound abstractions and complete abstractions in the agent abstraction framework [1]. Next, we identify it as a sufficient condition.

### 4.2 Computing Abstractions via Forgetting

We first define progression wrt programs to compute $m$-reachable situations. Let $\phi[x/y]$ denote replacing every $x$ in $\phi$ with $y$.

**Definition 19** Given situation-suppressed formula $\phi$ and Golog program $\delta$, we define extended progression $\text{prog}(\phi(s), \delta)$ inductively:

- $\text{prog}(\phi(s), \alpha) \triangleq \forall D_0[\Pi_\alpha(s) \land \phi(s), \alpha])do(\alpha,s)/s[s]$, where $\Pi_\alpha(s)$ is a formula such that $\forall D_0[\phi(s), \alpha])do(\alpha,s)/s[s]$

- $\text{prog}(\phi(s), \psi \lor \phi(s), \phi(s)) \land \text{Do}(\delta, s', s)$.

- $\text{prog}(\phi(s), \phi(s), \delta) \triangleq \exists s, \phi(s') \lor \text{Do}(\delta, s', s)$.

**Proof:** (Sketch) We prove it by structural induction. The base case $\delta \equiv \alpha$ is proved by Theorem 1 and the definition of progression; for the case $\delta \equiv \delta'$, we prove that the semantics of least fixed point logic is equivalent to the semantics of $\text{Do}$ by induction on the number of iterations for constructing the inductive fixed point.

**Proposition 6** Given a basic action theory $D$, a Golog program $\delta$ and a situation-suppressed formula $\phi$, we have:

$$D \models \text{prog}(\phi(s), \delta) \equiv \exists s'. \phi(s') \land \text{Do}(\delta, s', s).$$

**Proof:** (Sketch) We prove it by structural induction. The base case $\delta \equiv \alpha$ is proved by the definition of progression. When proving the case $\delta \equiv \delta'$, we prove it by induction on the number of iterations of the inductive semantics of LFP.

**Proposition 7** $\text{prog}(\phi(s), \delta)$ is a Markovian formulas.

**Proof:** (Sketch) We prove it by structural induction. The base case $\delta \equiv \alpha$ is proved by the definition of progression. When proving the case $\delta \equiv \delta'$, we prove it by induction on the number of iterations of the inductive semantics of LFP.

Note that $\text{prog}(\phi(s), \delta)$ is generally second-order, and is not guaranteed to terminate for the construction of an inductive fixed point when mentioning $\delta'$.

We then have $m$-reachable$(s) \equiv \text{prog}[\text{Init}(s, \pi_m)]$, where $\text{Init}(s) \triangleq \bigwedge D_0[S_0/s][S_0]$. We illustrate this by an example.

**Example 3 cont’d** In the blocks world, we restrict the number of objects to be finite via adding domain closure axiom $\mathcal{K}$, i.e., $\forall x. x = B_1 \lor x = B_2$. We add $\text{Dont}$ implicitly as a component for simplification. Let $\text{mbt}$ be short for $\text{movetab}$ and $\text{ontb}$ for $\text{on}$ for ontb. We first show the result of progression wrt $\text{Init}(s)$ and $(\pi x)\text{mbt}(x)$:

$$\text{prog}[\text{Init}(s), (\pi x)\text{mbt}(x)] \equiv \exists x \exists R. \bigwedge \text{Init}(s) \land \bigwedge D_0[\text{mbt}(x), s] \uparrow \exists s[do(\text{mbt}(x), s)/s].$$

With domain closure axiom $\mathcal{K}$, the above result can be reduced to $\forall x. \text{on}(x, s) \land \forall x. \text{clear}(x, s) \land \forall x, y. \text{on}(x, y, s)$. As in the initial situation, block $B_1$ is on the table and block $B_2$ is on $B_1$, and all the blocks are on the table after moving one block to the table. If all the blocks are on the table, the action to move any block to the table is no longer executable. So we have:

$$\text{prog}[\text{Init}(s), (\pi x)\text{mbt}(x); (\pi x)\text{mbt}(x)] \equiv \bot.$$
Based on above results, we know that $\text{prop}[\text{Init}(s), [(\pi x)\text{mb}(x)]]^*$
\[\equiv [\text{lfp}_{Z,s} \text{Init}(s) \vee \text{prop}[Z(s), (\pi x)\text{mb}(x)]](s)\]
\[\equiv \text{Init}(s) \vee \text{prop}[\text{Init}(s), (\pi x)\text{mb}(x)]\]
\[\forall \text{prop}[\text{Init}(s), (\pi x)\text{mb}(x); (\pi x)\text{mb}(x)] \ldots\]
\[\equiv \text{Init}(s) \vee \text{prop}[\text{Init}(s), (\pi x)\text{mb}(x)].\]

For high-level action $\text{moveany}$, $\text{prop}[\text{Init}(s), (m(\text{moveany}))]$
\[\equiv \text{prop}[\text{Init}(s), [(\pi x)\text{mb}(x)]^*]; \forall x.\text{ontb}(x)\]
\[\equiv \text{prop}[\text{Init}(s) \vee \text{prop}[\text{Init}(s), (\pi x)\text{mb}(x)]; \forall x.\text{ontb}(x)]\]
\[\equiv \text{prop}[\text{Init}(s), (\pi x)\text{mb}(x)].\]

Therefore, the result of computing $m$-reachable$(s)$ is as follows:
\[\equiv \text{prop}[\text{Init}(s), [m(m(\text{moveany}))]^*]\]
\[\equiv \text{Init}(s) \vee \text{prop}[\text{Init}(s), m(\text{moveany})]\]
\[\equiv \text{Init}(s) \vee \text{prop}[\text{Init}(s), (\pi x)\text{mb}(x)].\]

To compute state descriptions for executability conditions and effects, here we present existentially extended regression, compared to universally extended regression introduced in [13]. Notation $R[\phi(s), \delta]$ denotes a state formula expressing that there exists an execution of program $\delta$ starting from $s$ and making $\phi$ hold.

Definition 20 Given a situation-suppressed formula $\phi$ and a Golog program $\delta$, we define the extended regression $R[\phi(s), \delta]$ inductively:
\[\bullet R[\phi(s), \alpha] = R[D](\text{Init}(\alpha, s) \wedge \phi(\text{do}(\alpha, s))];\]
\[\bullet R[\phi(s), \psi] = \psi[s] \wedge \phi(s);\]
\[\bullet R[\phi(s), \delta_1; \delta_2] = R[R[\phi(s), \delta_1]; \delta_2];\]
\[\bullet R[\phi(s), \delta_1; \delta_2] = R[R[\phi(s), \delta_2]; \delta_1];\]
\[\bullet R[\phi(s), (\pi x)\phi(x)] = (\exists x)R[\phi(s), \phi(x)];\]
\[\bullet R[\phi(s), \delta^*] = [\text{lfp}_{Z,s} \phi(s) \vee R[Z(s), \delta](s)].\]

Proposition 8 Given a basic action theory $D$, a Golog program $\delta$ and a situation-suppressed formula $\phi$, we have:
\[D \models R[\phi(s), \delta] \equiv \exists s'. \text{Do}(\delta, s, s') \wedge \phi[s'].\]

Proof: It is similar to the proof of Prop. 6 except that the base case is proved by the definition of one-step regression. ■

Proposition 9 $R[\phi(s), \delta]$ is a Markovian formulas.

Proof: It is similar to the proof of Prop. 7. ■

Example 3 cont’d With the domain closure axiom $\mathcal{K}$, given
\[\mathcal{R}[\forall x.\text{ontb}(x, s), [(\pi x)\text{mb}(x)]]^*\]
\[\equiv \text{lfp}_{Z,s} \forall x.\text{ontb}(x, s) \vee R[Z(s), (\pi x)\text{mb}(x)](s)\]
\[\equiv \forall x.\text{ontb}(x, s) \vee R[Z(s), (\pi x)\text{mb}(x)]\]
\[\forall R[Z(s), (\pi x)\text{mb}(x); (\pi x)\text{mb}(x)] \ldots\]
\[\equiv \forall x.\text{ontb}(x, s) \vee R[Z(s), (\pi x)\text{mb}(x)]\]
\[\equiv \forall x.\text{ontb}(x, s) \vee \exists y.\text{clear}(y, s) \wedge \neg \text{ontb}(y, s)\]
\[\wedge \forall x. [x = y \vee \text{ontb}(x, s)]\]

(note that if without $\mathcal{K}$, the result is second-order), we have:
\[R[\mathcal{T}, m(\text{moveany})]\]
\[\equiv R[\mathcal{T}, [(\pi x)\text{mb}(x)]^*]; \forall x.\text{ontb}(x)]\]
\[\equiv R[\forall x.\text{ontb}(x, s), [(\pi x)\text{mb}(x)]^*].\]
which means moveany is always executable. Note that a program such as “moving all the blocks to the table”, which we abstract to high-level action moveany, might be a useful abstract step to achieve a goal. We could generate a plan in the high-level theory to achieve a goal, and then perform further planning at the low level to refine the high-level plan to a complete low-level plan.

4.3 Computability in the Propositional Case

We show that abstractions of the form GBATs are computable in the propositional case.

Definition 21 A BAT is propositional definable (P-definable) if formulas in $D_{S_0}, D_{SP}$ and $D_{AS}$ are P-definable.

In the propositional case, the state space of $D$ is finite. It is easy to show that $R[\phi(s), \delta]$ and $prog[\phi(s), \delta]$ are P-definable and computable. Further, forgetting is P-definable and computable. It follows that GBAT abstractions are P-definable and computable.

Theorem 5 Given a Markovian refinement mapping $m$ and a low-level action theory $D_l$, if $D_l$ is P-definable, then a sound and complete abstraction of the form GBAT is P-definable and computable.

4.4 Verifying that a Mapping is Markovian

We show how to decide whether a candidate mapping is Markovian by using elements of Theorem 4. For any high-level action moveany, we check the requirement for the executability condition by checking the unsatisfiability of the following formula:

\[
\text{forget}(\text{prog}[\text{Init}(s), \pi_m^1] \land R[T(s), \pi\text{m}(\bar{t}^l)] \land \Phi_m[s]; F_l) \\
\land \text{forget}(\text{prog}[\text{Init}(s'), \pi_m^1] \land \neg R[T(s'), \pi\text{m}(\bar{t}^l)] \land \Phi_m[s']; F_l).
\]

If the above formula is satisfiable, then the candidate mapping is not Markovian, since it follows that there are two low-level situations that (via forgetting) are in the same abstract state and have different executability conditions. Checking the requirement for action effects is similar, so we omit the details here.

5 Conclusion

In this paper, we have shown that a given low-level action theory and a refinement mapping: firstly, how one can characterize the semantics of a correct abstraction via forgetting under the non-deterministic uniform condition; secondly, how one can compute a correct abstraction of the form generalized BATs under the Markovian restriction. Moreover, we have shown that in the propositional case, the abstractions are always computable. Our method should be adaptable to other dynamic domain/agent modelling frameworks, such as “action languages”, PDDL planning domain descriptions, etc.

A limitation of our current approach is the restriction to theories that are Markovian, and to deterministic primitive actions that should match suitable programs when programs involve non-determinism. Extensions to non-Markovian theories and non-deterministic primitive actions are interesting research directions. In the future, we would also like to investigate sufficient conditions under which correct abstractions are always first-order-definable. Furthermore, based on the presented work, we would like to explore applying the agent abstraction framework to planning by providing a mapping as a guide. The idea is to first generate a plan in the constructed high-level theory, and then perform further planning at the low level to refine the high-level plan to a complete low-level plan. Also, we would like to study (partially) automated generation of these mappings by integrating counterexample-guided synthesis.
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